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AIMS AND SCOPE
The aim of the Journal is to advance the research and practice in structural engineering 

through the application of computational methods. The Journal will publish original papers and 
educational articles of general value to the field that will bridge the gap between high-performance 
construction materials, large-scale engineering systems and advanced methods of analysis.

The scope of the Journal includes papers on computer methods in the areas of structural 
engineering, civil engineering materials and problems concerned with multiple physical processes 
interacting at multiple spatial and temporal scales. The Journal is intended to be of interest and use to 
researches and practitioners in academic, governmental and industrial communities.
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ОБЩАЯ ИНФОРМАЦИЯ О ЖУРНАЛЕ
International Journal for Computational Civil and Structural Engineering

(Международный журнал по расчету гражданских и строительных конструкций)

Международный научный журнал “International Journal for Computational Civil and 
Structural Engineering (Международный журнал по расчету гражданских и строительных 
конструкций)” (IJCCSE) является ведущим научным периодическим изданием по направлению 
«Инженерные и технические науки», издаваемым, начиная с 1999 года (ISSN 2588-0195 (Online); 
ISSN 2587-9618 (Print) Continues ISSN 1524-5845). В журнале на высоком научно-техническом 
уровне рассматриваются проблемы численного и компьютерного моделирования в строительстве, 
актуальные вопросы разработки, исследования, развития, верификации, апробации и приложе-
ний численных, численно-аналитических методов, программно-алгоритмического обеспечения 
и выполнения автоматизированного проектирования, мониторинга и комплексного наукоемкого 
расчетно-теоретического и экспериментального обоснования напряженно-деформированного (и 
иного) состояния, прочности, устойчивости, надежности и безопасности ответственных объектов 
гражданского и промышленного строительства, энергетики, машиностроения, транспорта, био-
технологий и других высокотехнологичных отраслей.

В редакционный совет журнала входят известные российские и зарубежные деятели науки 
и техники (в том числе академики, члены-корреспонденты, иностранные члены, почетные члены 
и советники Российской академии архитектуры и строительных наук). Основной критерий от-
бора статей для публикации в журнале − их высокий научный уровень, соответствие которому 
определяется в ходе высококвалифицированного рецензирования и объективной экспертизы, 
поступающих в редакцию материалов.

Журнал входит в Перечень ВАК РФ ведущих рецензируемых научных изданий, в которых 
должны быть опубликованы основные научные результаты диссертаций на соискание ученой 
степени кандидата наук, на соискание ученой степени доктора наук по научным специаль-
ностям и соответствующим им отраслям науки: 

•  01.02.04 – Механика деформируемого твердого тела (технические науки),
•  05.13.18 – Математическое моделирование численные методы и комплексы программ  
    (технические науки),
•  05.23.01 – Строительные конструкции, здания и сооружения (технические науки),
•  05.23.02 – Основания и фундаменты, подземные сооружения (технические науки),
•  05.23.05 – Строительные материалы и изделия (технические науки),
•  05.23.07 – Гидротехническое строительство (технические науки),
•  05.23.17 – Строительная механика (технические науки).
В Российской Федерации журнал индексируется Российским индексом научного цити-

рования (РИНЦ). 
Журнал входит в базу данных Russian Science Citation Index (RSCI), полностью интегри-

рованную с платформой Web of Science. Журнал имеет международный статус и высылается в 
ведущие библиотеки и научные организации мира. 

Издатели журнала – Издательство Ассоциации строительных высших учебных заве-
дений /АСВ/ (Россия, г. Москва) и до 2017 года Издательский дом Begell House Inc. (США, г. 
Нью-Йорк). Официальными партнерами издания является Российская академия архитектуры 
и строительных наук (РААСН), осуществляющая научное курирование издания, и Научно-ис-
следовательский центр СтаДиО (ЗАО НИЦ СтаДиО).

Цели журнала – демонстрировать в публикациях российскому и международному про-
фессиональному сообществу новейшие достижения науки в области вычислительных методов 
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Abstract: In this paper the problem of numerical simulation of composite bending elements dynamic considering 
internal (material) damping. For this purpose the nonlocal in time damping model, called damping with memory, is 
proposed as an alternative to the classic local Kelvin-Voigt model. Damping with memory makes damping forces not 
only dependent on the instant value of the strain rate, but also on the previous history of the vibration process. Since 
finite element analysis is the most common method of structural analysis, the nonlocal damping model is integrated into 
FEA algorithm. The FEA dynamic equilibrium equation is solved using the explicit scheme. The damping matrix was 
developed using the stationary full energy requirement. One-dimensional nonlocal in time model was implemented in 
MATLAB software package. The results of three-dimensional numerical simulation of the composite beam vibration 
obtained in SIMULIA Abaqus were used for model calibration. The obtained results were compared to the results based 
on classic Kelvin-Voight damping model. 
 

Keywords: material damping, nonlocal damping, numerical simulation, finite element analysis. 
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INTRODUCTION 
 
Simulation of the material damping properties is 
the complicated problem, which still does not 
have an unambiguous solution [1]. It becomes 
especially sophisticated speaking of materials 
with complicated internal structure, such as 
composite and nano-materials. In such cases 
special hypothesis of internal friction are 
required, flexible and controllable enough to 
describe damping properties of the orthotropic 
or anisotropic material, consisting of two or 
more phases. 
At the same time the damping model have to be 
not overly complex, so it can be used in applied 
engineering calculations. 
Since the finite element analysis is the most 
common numerical method used in engineering 
practice, we felt it worthwhile to develop the 
internal damping model, that can be simply built 
in the FEA algorithm.  
In this paper nonlocal in time damping model is 
used as such a flexible model [2]. 
 

 
FINITE ELEMENT EQUILIBRIUM 
EQUATION WITH INTEGRATED 
NONLOCAL IN TIME DAMPING MODEL 

 
In finite element analysis the dynamic equilibrium 
equation is presented in matrix form [3]: 
 

   ( ) + ( ) + ( ) = ( ). (1) 
 
Here  ( ) – vector of nodes displacements (dot 
indicates time derivative),   – stiffness matrix 
of the finite element model,  – damping 
matrix,  – mass matrix, ( ) – load vector. 
For nonlocal in time damping model we 
consider that damping of the structure at the 
current time moment  is assumed to be 
dependent not only on instant value of strain 
rate at this moment ( ), but also on the values 
of strain rates ( ) of the previous time history  
 = 0 ÷ t [4]. The longer is the gap between the 

two time points the lower is the influence that 
one of them has on the other.  

To simulate the nonlocal in time properties of 
material damping («damping with memory») 
equation (1) is represented as: 
 

( ) + ( ) ( ) + 

( ) = ( ). 
(2) 

 
Here ( ) is the kernel function that 
describes the decrease of the strain rate 
influence at the moment  on the damping at the 
current moment , and it satisfies the 
normalization requirement:  
 

( ) = 1.  (3) 

 
In this research the kernel function is 
constructed on the base of Gauss integral: 
 

=  , (4) 
 
that, taking into account the condition (3), can 
be written as: 
 

( ) =
2

( ) , (5)   

 
Here  is a parameter, that characterize the level 
of damping nonlocality in time. It is further 
called “influence distance”. 
Assuming that the material damping with 
memory model depends on values of strain 
rate, the material damping matrix is obtained 
according to the requirement of stationary full 
energy of the vibrating system. The 
dissipation of energy by a material during 
deformation of a finite element under the 
dynamic loads will be represented by a 
dissipative function: 
 

=
1

2
, (6) 

 
where  – strain rate,  – coefficient that 
defines material viscosity. It can be obtained as: 
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= · . (7) 

     
Here  – is Young modulus. Time delay  can 
be determined through the damping coefficient 
(critical fraction)  [5]: 
 

=
2

. (8) 
 
Here  – is the first natural frequency of the 
system. 
Energy dissipation through the material of the 
whole system can be presented as summation of 
energy dissipations through each finite element: 
 

= , (9) 

 
where i – finite element number (i = 1, 2, …, N), 
N – number of elements in the whole FE 
computational model. 
Here damping matrix is developed for the frame 
element in bending and tension. In this case 
energy dissipation through the element material 
is:  
 

=
1

2
+

1

2
, (10) 

 
where A – element cross-section area, z – 
longitudinal coordinate, l – element length,  – 
tension-induced axial strain rate,  - bending-
induced axial strain rate: 
Tension-induced axial strain, is [6]: 
 

= , (11) 
 
where u – axial displacement. 
Bending-induced axial strain, of for the Euler-
Bernoulli beam: 
 

=
1

= . (12) 

Here  – radius of curvature of the beam 
neutral layer, y – distance to the considered 
beam fiber from its neutral layer,  – 
transverse displacement,  – curvature of the 

-line in the cross-section with the 
longitudinal coordinate z. 
Then: 
 

=
1

2

+
1

2
, 

(13) 

 
where  – element cross-section moment of inertia. 
Within the FEA the axial displacements are 
approximated inside the beam element with 
linear shape function [ ] = [1 ], and 
the transverse displacements – with cubic shape 
function 
 

[ ] =

1 3 + 2

( 2 + )

3 2

( + )

 . 

 
=  – is the reduced local longitudinal 

coordinate.  
Taking this into account we can transform the 
expression (13) to: 
 

1

2
( [ ]) [ ]

+
1

2
( [ ]) [ ] . 

(14) 

 

Here =   and =  are axial and 

bending nodal displacements strain rate vectors, 
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where  and  are transverse strain rates, and 
 and  – rotation strain rates. 

In (14)  =   and  =  . 
Participation (14) in the stationarity 
requirements of the full energy change:  
 

  = 0                               (6a) 
 
gives us a  member in the equilibrium 
equation in motion.  
System damping matrix  is obtained by 
topological summation of element damping 
matrices : 
 

=

= ( [ ]) [ ]

+ ( [ ]) [ ] . 

 
In this way  matrix for the plane frame 
elements is: 
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NUMERICAL EXAMPLE 

As a simple example we consider GFRP beam with 
the fixed ends made of orthotropic thermoset vinyl 

ester class 1 GFRP under instantly applied 
distributed load = 10 / . The beam is 12 m 
long and has a rectangular cross-section 20x30 cm. 
The characteristics of the material obtained 
experimentally in [7,8,9]. 
To solve the dynamic equilibrium equation, the 
method of the central differences is used [ ]. 
In this case, the first and second order time 
derivatives of the displacement vector ( ) 
participating in (1) and (2) are approximated by 
central finite differences. Then the equation (1), 
obviously, takes the following form: 
 

1
( 2 + ) + 

+
1

2
( ) + 

+ ( ) = . 

(16) 

 
Here i = 1, 2, 3, …   – number of the considered 
moment in time – time increment. 
In order to replace the classic damping model in 
(16) with the damping model with memory, at 
first we represent the central difference in the 
second term on the left-hand side of equation (16), 
which is responsible for damping, as average of 
the «forward» and «backward» differences:  
 

1
( 2 + ) + 

+
1

2
( ) +                 

+
1

2
( ) + 

+ ( ) = . 

(17) 

 
The term with the «backward» difference is 
replaced by nonlocal numerical operator: 
 

1

2
( )  

2
( , ) , 

(18) 

 
where i – number of the time step which is 
corresponding to the considered time moment t,  
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t = t · j,    j = 1, 2, …, i – number 
of the time step when calculating the kernel  

( , ).  
( , ) is the discrete analogue of ( ) 

kernel, which for the error function (5) is 
calculated as follows: 
 

( , ) =
2

. (19) 

 
After the described transformations equation 
(17) can be written as: 
 

1
( 2 + ) +

2
+ 

+ 
1

2
( ) + 

+ ( ) = , 

(20) 

 
Where 
 

=
2

[ ( / )]

. 

(21) 

 
The influence distance  determine the 
nonlocality level in element material. The 
higher is , the closer is the damping model to 
the classic local one (fig. 1). 
 

 
Figure 1. Error kernel functions for different 

influence distance parameters  
 
Transform (20) to the computational scheme for 
the step-by-step calculating of  using the 

vectors  and , which are calculated on the 
previous increments  and 1:  
 

=  

, (22) 

 
where: 
 

=
1

+
1

2
,      

=
2 1

2
+ ,

=
1

, 

                                =
1

2
.   

(23) 

 
For the first two steps of the simulated vibration 
process  i = 1,2  we assume = 0  and =

= 0  as the initial conditions. 
The main problem of all nonlocal models [10, 
11, 12] is obtaining the value of the influence 
distance, which characterizes the nonlocal 
damping properties of the material. The solution 
of this problem with regard to damping model 
nonlocal in space was proposed in [13]. In that 
paper   was determined using the least squares 
method based on the numerical simulation data. 
Likewise, here the calibration of the nonlocal in 
time damping model was implemented based on 
the results of the numerical simulation of three-
dimensional finite element beam vibration in 
SIMULIA Abaqus CAE.  The beam 
computational model was constructed in 
SIMULIA Abaqus taking into account the 
orthotropic properties of the material. The 
determined optimum value of   for the beam, 
that was considered in privious section,  is =

0.1 1/ . The displacements of middle section of 
the beam in time are shown in fig. 2. The solid 
line shows the displacements of the beam which 
is obtained using a calibrated nonlocal model, 
and the dashed curve - using a 3D model built in 
SIMULIA Abaqus. 
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Figure 2. Deflection of the beam obtained with 
calibrated nonlocal in time damping model in 
comparison to 3D numerical simulation data 

 
It is obvious, that calibrated nonlocal model 
allows to obtain much more accurate results, 
than the Kelvin-Voight classic model (fig. 3).  

 

 
Figure 3. Deflection of the beam obtained with 

classic local in time damping model in 
comparison to 3D numerical simulation data 

 
 
CONCLUSION 

 
Nonlocal in time damping model presented in 
this paper makes it possible to quite effectively 
use one-dimensional models of beam elements 
in the dynamic analysis of structures which are 
made of modern composite materials.  
The damping matrix, obtained from the 
stationarity requirements of the energy change, 
allows to consider internal friction which is the 
dominant type of damping for the polymer 
composites. 
The damping with memory model can be 
seamlessly integrated to the FEA algorithm, 
which makes it applicable to the real-life 
engineering problems.  
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CRITICAL REVIEW OF PHYSICAL MODELLING 
OF SNOW ACCUMULATION 

ON ROOFS WITH ARBITRARY GEOMETRY
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Abstract. A review of the most significant domestic and, due to numerical superiority, foreign works on physical 
modelling of snow transport and snow accumulation processes, in particular, for the purpose of determining snow 
loads on roofs with arbitrary geometry, is presented. The existing practice of development of recommendations on 
assignment of snow loads in Russian laboratories is considered and critically evaluated. Comparison of do-mestic 
works with scientific articles in the advanced world scientific journals and foreign regulatory documents leads to 
unfavorable conclusions. Recommendations on assigning snow loads, issued by Russian laboratories on the basis 
of extremely outdated and poorly substantiated methodology, bear a serious risk for evaluating mechan-ical safety 
of modern structures, for which such recommendations are developed. Recommendations are offered to remedy this 
current dangerous practice. The article also gives some suggestions on forming a basis for field observations of snow 
loads on existing roofs. 

Keywords: physical modeling, wind tunnel, water flume, snow accumulation, structure roofs.

МЕТОДЫ ФИЗИЧЕСКОГО МОДЕЛИРОВАНИЯ
СНЕГОНАКОПЛЕНИЯ НА ПОКРЫТИЯХ СООРУЖЕНИЙ 

ПРОИЗВОЛЬНОЙ ФОРМЫ КРИТИЧЕСКИЙ ОБЗОР
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г. Москва, РОССИЯ
3 Российский университет транспорта (МИИТ), г. Москва, РОССИЯ

Аннотация: Представлен обзор наиболее значимых отечественных и, по вынужденному преимуществу, иностран-
ных работ по физическому моделированию процессов снегопереноса и снегонакопления, в частности, для целей 
определения снеговых нагрузок на покрытия сооружений произвольной формы. Рассматривается и критический 
оценивается существующая практика разработки рекомендаций по назначению снеговых нагрузок в российских 
лабораториях. Сравнение отечественных работ с научными статьями в передовых мировых научных изданиях и 
иностранными нормативными документами приводит к неутешительным выводам. Рекомендации по назначению 
снеговых нагрузок, выдаваемые российскими лабораториями на основе крайне устаревшей и плохо обоснованной 
методики, несут серьезный риск для оценки механической безопасности современных сооружений, для которых 
такие рекомендации разрабатываются. Предложены рекомендации для исправления этой сложившейся опасной 
практики. В статье также даются некоторые предложения по формированию базы натурных наблюдений снеговых 
нагрузок на существующих покрытиях. 

Ключевые слова: физическое моделирование, аэродинамическая труба, экспериментальный водосток,
снегонакопление, покрытия сооружений.
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Critical Review of Physical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

INTRODUCTION

At present, the most widespread approach in 
Russia and abroad to determining snow loads 
on roofs with arbitrary geometry is physical 
simulation of snow accumulation in a wind tunnel 
(hereinafter, WT) or a water flume. Despite the 
long history of the issue, among the domestic 
publications there are no full-fledged review 
studies sufficiently covering the historical and 
modern practices. Such an information vacuum in 
the Russian scientific field creates prerequisites for 
oversimplification and distortion of the methods 
of relevant experiments developed, tested and 
time-proven in advanced scientific laboratories 
of the world. Unfortunately, domestic laboratories 
actively use these prerequisites of general 
ignorance, which carries significant risks for the 
adequate assessment of the mechanical safety 
of unique and critical structures, for which the 
corresponding research is conducted. The authors 
hope that this article will direct the development 
of domestic techniques for physical modelling of 
snow accumulation towards the implementation 
of best scientific practices. 
Apparently, one of the first scientists to conduct 
large-scale physical experiments to simulate 
snow drift and compare them with field data was 
Finney [1] in 1934. His experiments to simulate 
snow transport near road barriers were carried out 
at an intuitive level. Similarity issues, cohesion 
of the snow-like material, wind profile and other 
important modelling subtleties were not addressed 
in the study.
The greatest contribution to the development of 
physical modelling of snow accumulation and 
snow drift, including on roofs of buildings and 
structures, was made by foreign scientists: Anno 
[2-4], Irwin [5-7], Iversen [8-9], Kind [10-11], 
Odar [12-13] and Izyumov [14-15]. This list of 
authors and their works is far from complete.
There are only a few Russian papers on the sub-
ject matter of this article. Some of them focus 
on field measurements and the creation of snow 
zoning maps [51-55]. Another part of works is 
devoted directly to snow loads on roofs [57-59]. 

It should be noted that only a few papers [52, 55] 
are of a high scientific level and the other ones are 
either reports or blatant compilations (the paper 
[56] is simply a translation of the corresponding 
chapter of the ASCE standard [19], even without 
referencing the original source). 

MAIN APPROACHES TO PHYSICAL 
MODELLING OF SNOW ACCUMULATION

One of the most extensive studies of determin-ing 
the snow loads, including a synthesis of previous 
accumulated experience, many new experiments 
and scientific conclusions, was carried out as part 
of the Eurocode development [17, 18]. The study 
elaborates in detail the improvement of snow 
zoning maps of European territories, assignment 
of load combination coefficients (including snow 
load), and distribution of snow loads on the roofs 
of buildings and structures. As far as the snow 
load distribution is concerned, much attention is 
given to description of the field measurements 
performed, large-scale experiments at the climatic 
WT (CSTB, France) and details of processing the 
results. A thorough description of the conditions 
and the results of many experiments in graphical 
(photos, graphs, diagrams, etc.) and tabular form 
make this study a kind of reference book, which 
can be used as a basis for one’s own research.
The study [17, 18] clearly and unambiguously 
shows that it is very difficult to carry out field 
observations of snow loads on the roofs of 
buildings. A sufficiently large sample of data is 
necessary for the correct statistical processing of 
the results and the determination of dependencies. 
Snow loads are influenced not only by the geometry 
of the building (controllable parameter), but also 
by climatic factors (uncontrollable parameters) 
and landscape (partially controllable parameters), 
so multi-year studies in different climatic zones 
and landscapes are necessary. Unfortunately, a 
study [17, 18] of snow load distributions on the 
roofs of buildings located near weather stations in 
several European countries was conducted only 
for one season. Many of the field data proved to 
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be unrepresentative due to low snowfall winters in 
the respective areas, unfortunate location selection 
and other reasons. The data obtained did not allow 
to conduct a full regression analysis to determine 
the dependence of the shape coefficient on 
climatic factors and the geometry of the building. 
Nevertheless, dependencies of shape coefficient on 
roof pitch, wind speed and ambient temperature 
were obtained with satisfactory reliability.
Due to the aforementioned shortcomings, field 
experiments do not allow the distribution of 
snow loads on different roof shapes to be fully 
normalized. The main data for the normaliza-
tion of the shape coefficient µ [19] was obtained 
through experiments in the CSTB climatic WT.
The CSTB climatic WT experiments were per-
formed with fairly large scale models (1:10) and 
real snow generated by a snow cannon (Fig. 1). 
Different temperature and humidity regimes and 
two characteristic wind regimes were considered 

Figure 1. a) Diagram of an experimental setup 
for simulating snow loads; b) photograph of 

the experiment process [18]

a)

b)

a) gable roof with lantern and extended edges

b) multi-level roof

c) multi-span gable roof

d) cylindrical roof

Figure 2. The results of physical modeling of 
snow loads in the climatic WT CSTB [18]
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(windless weather and snow storm were simulated). 
This approach made it possible to obtain physical 
pictures of snow distribution (Fig. 2), which 
distinguishes these experiments from domestic 
works on experimental determination of the shape 
coefficient on complex roofs carried out as part of 
scientific and technical support for construction. 
The small scale (usually 1:300), the use of snow-
like material, and modelling only the entrainment 
of material without modelling snowfall, result in 
snow load distribution patterns that obviously have 
nothing to do with reality (Fig. 3).

One of the important conclusions of the study 
[18] is the experimental confirmation that the 
snow density on the building roof is quite strongly 
dependent on the location (windward or leeward), 
that is, wind pressure tamps the snow. It is not 
possible to take this factor into account adequately 
with snow substitutes.
Large-scale experiments to simulate snow 
transport and snow deposition fall into two major 
categories [20]:
1. Particle methods. Experiments are conducted in 
WTs or special water flumes. The essence of the 

 c) Research Institute of Mechanics, Moscow State University
Figure 3. Results of modeling snow loads in WTs

a) UNIKON b) National Research Moscow State 
University of Civil Engineering
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methods is to simulate snow storms by introducing 
snow particles or snow substitutes into the flow 
[44].
2. Methods that measure the nature of wind speeds 
around a scale model, and snow deposition and 
snow transport are calculated numerically using 
field snow data and other climatic information 
from the nearest weather stations. Snow particles 
in this approach may or may not be modeled.
Snow accumulation modelling in a water flume 
is a fairly common approach in foreign practice 
(e.g. used by the Canadian RWDI). The essence of 
the method is that a model of a structure is placed 
under water in a specially designed flume (Fig. 4a). 
Then water with sand [6, 21, 22] or crushed walnut 
shells [23] is passed through the flume. Despite the 
unphysicality of the obtained distributions (Fig. 
4b), the experiments in the flume are conducted 
to determine the locations of potential snow 
bags. Thus, the results obtained are not used as 
calculation schemes of snow loads, but are of an 
auxiliary nature. Note that recommendations for 
assigning snow loads to the Otkritie Arena roof 
were developed by RDWI using the described 
method [35].
Due to the small number of climatic WTs, in most 
cases researchers have resorted to using snow-like 
materials in conventional WTs. In the absence 
of the technical feasibility of introducing snow 
substitutes into the flow, an even more simplified 
approach is used, where the material is only poured 
on the model, and a snowless hurricane condition 
is actually investigated. Obviously, winter storms 
without significant snowfall are very rare and do 
not lead to the largest snow loads. Therefore, the 
use of such a maximally simplified approach can 
only be justified by the technical unfitness of WT, 
rather than by the substantiated features of the 
scientific approach.
 

PARTICLE METHODS AND SNOW
SUBSTITUTES

Many kinds of snow substitutes can be used 
with particle methods: sodium tetroborate [24, 

25], rice bran [15], sawdust (Fig. 3) [27, 28, 
58, 59], clay [4], foam balls [29, 34] (Fig. 5), 
quartz sand (Fig. 6) [30], baking soda [31], 
glass beads [10]. 
Due to a great variety of such materials, studies 
have been repeatedly carried out to compare 
them. For example, in [26] wood ash, styrofoam 
and silica sand are compared under otherwise 
equal conditions in WT. The comparison 
indicates that the quartz sand matches the field 
data better. However, the studies were only 
carried out on a simple two-level roof geometry 

b) after draining the water

Figure 4. Results of an experiment in a water 
flume [22]

a) before draining the water
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and the measurements are provided only for the 
lower level, whereas practice shows that it is 
on the upper levels that full drift of snow-like 
material is observed, which is not consistent 
with the physical considerations and the field 
data.
According to the ASCE standards [20], the results 
obtained by the particle methods in assigning 
snow loads are of an exclusively qualitative 
nature and should be used in conjunction with 
regulatory schemes for simple structures, 
field and climatic data of the construction 
site. Unfortunately, recommendations on 
assignment of snow loads, developed by 
domestic organizations on the basis of blowing in 
WT, completely lack a comprehensive approach. 
In fact, schemes of snow loads are given only 
on the basis of digitization of obtained snow 
distribution patterns (Fig. 7). 
One of the disadvantages of the particle method 
is the inability to account for snow accumula-
tion over a long period of time (weeks and 
months) from different wind directions and wind 
speeds, temperature and humidity conditions. 
In order to take these factors into account, the 
ASCE standards [20] recommend using the 

d) shape factor µ

Figure 5. Physical modeling using foam as a 
snow simulator [34]

c) shape coefficient µ (snow hurricane
simulation)

b) the process of 3D scanning of the
experimental results

a) the experimental setup

b) results at different wind speeds (from left to 
right, the wind velocity increases)

Figure 6. Physical modeling using silica sand 
as a snow-like material [30]

a) the experimental setup

Critical Review of Physical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry
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second category of methods [33], which is 
numerical modelling based on the results of 
blowing in WT. At that, it is proposed to fi rst 
use blowing data without snow substitutes (time 
step method A), determine the most dangerous 
angles (taking into account data from the nearest 
weather stations) and then conduct experiments 
with substitutes for the corresponding angles 
(time step method B). In both time step methods, 
all experimental data obtained together with 
meteorological data are used only as input 
parameters for numerical modelling of snow 
loads during the whole winter period. 

b) recommendations for the appointment of the 
shape factor μ

Fig. 7 An example of the interpretation of the 
results of physical modeling "Krylov State 

Scientifi c Center"

a) distribution of the snow simulator after 
blowing
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the ASCE standards [20] recommend using the 
second category of methods [33], which is nu-
merical modelling based on the results of blow-
ing in WT. At that, it is proposed to first use 
blowing data without snow substitutes (time 
step method A), determine the most dangerous 
angles (taking into account data from the nearest 
weather stations) and then conduct experiments 
with substitutes for the corresponding angles 
(time step method B). In both time step meth-
ods, all experimental data obtained together 
with meteorological data are used only as input 
parameters for numerical modelling of snow 
loads during the whole winter period. 

 
a) the experimental setup 

 
b) results at different wind speeds (from left to 

right, the wind velocity increases) 
Fig. 6 Physical modeling using silica sand as a 

snow-like material [30]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

SIMILARITY CONDITIONS 
 
It is not possible to achieve complete simula-
tions of snow transport and snow accumulation 
through scaled-down experiments in WTs or 
water flumes. Nevertheless, the ASCE standards 
[20], based on a number of scientific papers [7, 
12, 32, 36], put forward several requirements 
for similarity parameters. Firstly, the following 
expressions must coincide in the scaled model 
and the full model: 
 

2
tw U, ,

U Lg
 (1) 

 
where wt is limiting velocity of falling particles, 
U is average velocity at a characteristic point, L 
is characteristic building size, g is acceleration 
due to gravity, 1 a  is ratio of 
particle density to air or liquid density, a  is 
additional contribution to , due to the coupled 
mass effect. For air, 0a , 1 (air density 
is low), for water used in flumes, 0 5a . , and 
for sand, 0 5. .  
The first parameter means that the ratio of parti-
cle velocity to flow velocity is the same as in 
full scale. The second parameter is the densi-
metric Froude number, the equality of this pa-
rameter in real and model ensures that the ratio 
of aerodynamic force to gravitational force is 
correct. Satisfying these two parameters can be 
enough for problems where the interaction of 
snow particles with surfaces and with each other 
is not important (for example, the initial deposi-
tion of falling snow under the action of the wind 
or tracking of particles falling from a higher sur-
face to a lower one).  
Other parameters must also be observed to cor-
rectly account for particle interactions, though. 
For example, to simulate saltation, the interac-
tion of snow particles with the snow surface 
must be properly accounted for. An important 



29Volume 17, Issue 4, 2021

Critical Review of Physical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

8 
 

parameter then is the ratio of the average flow 
velocity U to the threshold velocity of the onset 
of transport Uth: 
 

th

U
U

 (2) 

 
An additional requirement is imposed on the 
mass flux dependence for the model. The model 
flux must have a dependence similar to the full-
scale flux. The flux can be expressed in the fol-
lowing dimensionless form: 

 

,
p s th th

q Ucf
h U U

 (3) 

 
where p  is particle density, sh  is the height at 
which U is defined in (3),  is dimensionless con-
stant (can be different in model and full scale), 

0 5 1sh . m  usually (should be much smaller 
than the size of the building). The function f must 
be identical for the model and full scale. 
It is shown in [32] that if the ratio (2) is neither 
too large nor too small, satisfying it has little 
effect on the experimental result. However, a 
note is made that this may not be the case for all 
model geometries. If we discard condition (2), 
then condition (3) is also not necessary.  
Expression (3) can be used to determine the di-
mensionless time [36]:  
 

2
th scU ht t

L
, (4) 

 
where t is dimensionless time, which has the 
same value in scale and full-scale models. The 
model time and full-scale time can be found 
from the following expression: 
 

2
th sp pm

m th s mp

cU ht L
t cU h L

, (5) 

where the indices p and m denote the full-scale 
model (prototype) and scaled-down model, re-
spectively. Thus, the time of the experiment de-
pends on the square of the characteristic size of 
the model 2

mL . 
It is shown in [12] that the following conditions 
must be satisfied: 
 

3

30
2

*thu
gv

, (6) 

600 , (7) 
  

where u*th is threshold surface shear stress rate 
for saltating snow, v is kinematic viscosity. Ine-
quality (6) imposes a requirement for minimum 
Reynolds numbers and inequality (7) imposes a 
requirement for minimum density ratio. For wa-
ter flumes, inequality (7) is not fulfilled.  
Condition (1) is easily satisfied in WTs, but then 
it proves impossible to satisfy conditions (2), (6) 
and (7), which have an impact on saltation. To 
meet (1), the flow velocity is too low to initiate 
saltation. Usually, for WTs the requirements for 
densimetric Froude number are relaxed and in-
stead relations (2), (6) and (7) are satisfied. Fail-
ing to satisfy the densimetric Froude number 
results in exaggerated length and height of the 
trajectories of the saltating particles.  
In water flumes it is possible to satisfy condi-
tions (1), (2) and (6), but due to high water den-
sity it is not possible to satisfy condition (7). 
This also affects physicality of modelling, for 
dunes and ripples can form on smooth surfaces. 
Due to the problems with satisfying the similari-
ty conditions, in the ASCE standards [20] it is 
recommended to place a reference model (e.g. a 
two-level roof) next to the model under study, 
for which the normative distributions of snow 
load are known. The quality of the experiments 
performed is then assessed by the degree of 
consistency with the reference model. The ref-
erence model is also used to determine the abso-
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vestigated roof. 
 
 
PHYSICAL MODELLING AS A MEANS 
FOR DEVELOPING ADEQUATE MATH-
EMATICAL MODELS 
 
The development of methods of numerical 
modelling of snow transport and snow accumu-
lation is impossible without previous extensive 
experimental work. Field and large-scale exper-
iments in climatic WTs are necessary to identify 
dependencies, determine empirical parameters 
and verify the developed mathematical models 
and the algorithms implementing them. 
Most of the current numerical approaches to 
modeling snow transport and snow deposition 
are based on the development of the so-called 
CFD methods. To verify the CFD-based meth-
ods being developed, it is necessary to experi-
mentally investigate not only the motion of 
snow masses in the air flow, but also the effect 
of particles in saltation and suspension on the 
air flow. Experimental studies of air-snow flow 
over surfaces form the basis of existing mathe-
matical approaches to modelling of saltation and 
suspension [37]. The most significant works in 
this area are listed below. 
The most applied empirical dependencies for 
snow transport velocity were obtained as early 
as in the last quarter of the 20th century in the 
works of American [38] and Canadian scientists 
[39]. However, the universality of the results 
obtained in these works has never been proven. 
Takeuchi [40] carried out field measurements 
using a snow trap to study the longitudinal dis-
tribution of the total snow transport rate, includ-
ing saltation and suspension. Tabler [41] deter-
mined the dependence of seasonal snow 
transport on the movement of the precipitation 
zone in the design of fences. Both studies report 
that the overall snow transport rate reaches an 

equilibrium state only over areas of a few hun-
dred meters. 
In CFD modelling, surface roughness parame-
ters affecting the wind profile and turbulence 
characteristics near models are important. In 
mathematical modelling of snow transport this 
issue is equally important. Significant studies of 
snow roughness have been conducted on the 
basis of data from Antarctica obtained by the 
SANAE IV expedition [42] and participants of 
the ALW program [43]. 
 
 
MEASUREMENT TECHNIQUES 
 
This section addresses the measurements used 
in field observations and large-scale experi-
ments to investigate snow transport and snow 
accumulation. An overview of measurement 
methods is not the purpose of this work, so the 
information given is far from complete. Howev-
er, knowledge of current technical measurement 
capabilities gives a better understanding of what 
can and should be done for snow load research, 
which is especially relevant in our country. The 
review does not cover the measurement meth-
ods traditionally used in wind load and flow 
studies. 
The known problems of field experiments are 
high financial cost, long periods of times and sub-
stantial labour costs. However, even without spe-
cially designed field experiments, simple field 
measurements of snow cover in winter on roofs of 
buildings and structures can be of great benefit. 
The creation of a special database containing 
snow distributions on different roofs, indicating 
the year, geographical location and available cli-
matic and meteorological data will be invaluable 
for developing physical and mathematical model-
ling, improving the regulatory framework and will 
be a visual reference for practicing calculation en-
gineers to form an intuitive understanding of snow 
mechanics. Special atlases [45-47] serve as ana-
logues of such databases in aerodynamics, alt-



31Volume 17, Issue 4, 2021

Critical Review of Physical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

10 
 

hough they are largely outdated now. Increasingly 
popular machine learning methods require large 
data sets for their implementation to train neural 
networks. Such a database could provide suitable 
material for training. 
With the use of drones, modern cameras and spe-
cial software (all of which are now available at a 
ridiculously low prices by the standards of modern 
science), collecting a database of snow distribu-
tion on roofs of any shape is not an insurmounta-
ble task. Existing photo-processing methods pro-
vide three-dimensional pictures of snow distribu-
tion with an accuracy that exceeds the practical 
needs of construction [48]. This digital approach 
does not require measuring levels or other sensors 
to be installed on the roofs of buildings [18, 54], 
which usually presents considerable organization-
al and technical difficulties. 
The results of experiments in WTs or water 
flumes can be handled in a similar way [49], 
although a more accurate and technologically 
advanced method would be to use a dedicated 
3D scanner [34]. Previously, achieving snow 
distribution contours was done in a very simple 
way, which is by tracing the level on a card-
board submerged in snow or snow-like material 
[18]. Such a method allows to easily obtain 
snow distribution in the selected sections, but its 
main disadvantage is that the snow cap deterio-
rates with each measurement made. 
Snow particle counters [50] for measuring point 
snow fluxes or high-speed cameras with subse-
quent software processing for measuring snow 
fluxes in the area are widely used in the world 
practice to investigate the processes of saltation 
and suspension. 
 
 
RECOMMENDATIONS FOR UPGRAD-
ING DOMESTIC WTS AND IMPROVING 
PHYSICAL MODELLING TECHNIQUES 
 
The above materials clearly show the underde-
velopment of the technical equipment of domes-

tic WTs and the low level of the methodology 
used in developing recommendations for assign-
ing snow loads to roofs with arbitrary geometry. 
These problems create risks when estimating 
mechanical safety of modern structures, includ-
ing long-span structures, for which snow loads 
make the main contribution.  
The following minimum recommendations can 
be given to remedy this situation: 
1. It is necessary to modernize WTs in accord-
ance with international experience: 
1.1 Equip WTs with a snow substitute feeding 
system to simulate snow storms, rather than the 
rare snowless hurricanes that hardly ever occur 
in winter. Such systems come in a variety of 
forms depending on the WT characteristics, but 
in all cases, verification of the system with sim-
ple normative examples is required. 
1.2. Equip WTs with the necessary measuring 
equipment to digitize the resulting snow substi-
tute distribution patterns. 
2. On the basis of international experience and 
in accordance with foreign regulatory docu-
ments, develop and verify a methodology for 
simulating snow loads on roofs with arbitrary 
geometry: 
2.1. Different wind directions and velocities, 
snow accumulation over a long period of time 
(weeks and months) under different temperature 
and humidity regimes must be taken into ac-
count. The results of simulations of single 
snowstorms in the WT should be the input data 
for such a methodology, not its output. 
2.2. The reference snow layer thickness should 
be determined either by blowing into an empty 
(without a model) WT or by comparison with a 
reference model placed next to the test one. 
3. Develop regulatory documents [62] establish-
ing requirements for testing in WTs in terms of 
snow load simulation: similarity conditions, pre-
ferred snow substitutes, characteristics of snow 
substitute feeding systems, measurement meth-
ods, etc. 
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CONCLUSIONS 
 
1. A review of the development and current 
state of the methods of physical modeling of 
snow transport and snow accumulation has been 
conducted according to scientific publications 
and regulatory documents. A critical analysis of 
Russian publications and contractual works on 
the subject of the article is carried out. 
2. The review has shown that the experimental 
works carried out in Russia for the purpose of 

ologically at a dismally low level, even in com-
parison with foreign works of half a century 
ago:  
2.1. Russian WTs do not actually simulate indi-
vidual snow storms or snowfalls, but rather 
simulate the removal of a uniform layer of snow 
from roof during strong winds. This primitive 
approach has not been used in any foreign la-
boratory recognized by the world scientific and 
regulatory community for a long time. 
2.2. The reason for the widespread choice of 
wood flour as a snow-like material is unclear, 
especially since a number of studies show that 
silica sand matches the field data best. 
2.3. The choice of the reference value of snow 
cover thickness necessary to calculate the shape 

ything. The reference snow thickness can be 
determined by the thickness of the snow substi-
tute cover away from the model (or by blowing 
without the model) when simulating snowfall, 
or by comparison with a reference standard 
model of a simple shape, which is located next 
to the model under study. Neither of these ap-
proaches is used in Russian laboratories. 
2.4. Recommendations for assigning the shape 

sults of elementary digitization of pictures of the 
remaining snow cover. Note that these pictures 
clearly contradict the physical meaning. This 
approach also directly contradicts foreign stand-
ards, where it is clearly stated that the resulting 

patterns are used as additional data for subse-
quent analysis and modelling. 
2.5. Modelling in WTs or water flumes can re-
produce the conditions of a snow storm or just 
snowfall. Thoughtless use of the results of these 
experiments for developing recommendations 
leads to the fact that snow distributions formed 
throughout the entire cold season by many 
snowfalls, different wind directions, thermal and 
moisture regimes are not taken into account at 
all.  
2.6. The current practice in Russian laboratories 
casts serious doubt on the legitimacy of the rec-
ommendations being developed and poses sig-
nificant risks to the mechanical safety of unique 
large-span buildings and structures. 
3. The Russian Building Code SP 
20.13330.2016 [61] prescribes that for buildings 
and structures with overall dimensions in plan 
exceeding 100 m, as well as in cases not stipu-
lated in Annex B, model tests in WTs to deter-

out. For some reason, it is not allowed to con-
duct tests in water flumes, which is an absolute-
ly equal and recognized approach (both in regu-
latory documents and scientific publications) all 
over the developed world on a par with WTs. 
4. Simultaneous satisfaction of all similarity 
conditions for modelling of snow transport and 
snow accumulation processes is impossible nei-
ther in WTs, nor in water flumes. Therefore, 
even the model tests carried out at the highest 
level never fully reproduce the real full-scale 
effects of creep, saltation and suspension. This 
situation, coupled with the continuous im-
provement of mathematical models, numerical 
methods, computer technologies and related 
software, makes the development and future 
implementation of numerical modelling in real 
construction practice and regulatory documents 
inevitable. 
5. The best results of physical modelling of 

-scale 
tests in climatic WTs. Normative distributions 
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are easily guessed in these results for simple 
roof shapes. Climatic tests are rather complicat-
ed and costly (also in terms of time) for their 
direct application in the industrial sector, but 
they can be a powerful tool for the development 
of SP 20 in terms of introducing snow load 
schemes for more complex roof shapes.  
6. Improvement of the regulatory framework, 
development of methods of both physical and 
mathematical modelling, is extremely difficult 
without full-scale experiments or measurements 
as well as large-scale tests in climatic WTs. 
Taking into account the lack of climatic WTs in 
Russia and the difficulties in organizing full-
scale experiments, it is proposed to make full-
scale measurements by means of drone photog-
raphy and subsequent processing of the results. 
Such a low-cost method will make it possible to 
create a base containing snow distribution on 
different roofs with indication of year, geo-
graphical location and available climatic and 
meteorological data, which will give an impetus 
for development of physical and mathematical 
modeling, improvement of normative base and 
will be a visual reference for practicing engi-
neers. 
7. Recommendations on modernization of do-
mestic WTs, improvement of methodologies 
and standard-setting to correct the current dan-
gerous practice of domestic laboratories devel-
oping scientifically unfounded recommenda-
tions on assigning snow loads to roofs with arbi-
trary geometry are proposed. 
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Abstract: The calculation of snow loads on roofs of buildings and structures with arbitrary geometry is a complex 
problem, solving which requires simulating snow accumulation with acceptable engineering accuracy. Experiments in 
wind tunnels, although widely used in recent years, do not allow to reproduce the real full-scale effects of all snow 
transport subprocesses, since it is impossible to satisfy all the similarity conditions. This situation, coupled with the con-
tinuous improvement of mathematical models, numerical methods, computer technologies and related software, makes 
the development and future implementation of numerical modelling in real construction practice and regulatory docu-
ments inevitable. This paper reviews currently existing mathematical models and numerical methods used to calculate 
the forms of snow deposits. And, although the lack of significant progress in the field of modelling snow accumulation 
still remains one of the major problems in CFD, use of existing models, supported by field observations and experi-
mental data, allows to reproduce reasonably accurate snow distributions. The importance of the “symbiosis” between 
classical experimental methods and modern numerical models is specifically emphasized in the paper, as well as the 
fact that only the joint use of approaches can comprehensively describe modelling of snow accumulation and snow 
transport and provide better solutions to a wider range of problems. 
 

Keywords: neural networks, numerical modelling, snow accumulation, snow transport, structure roofs, 
numerical methods. 
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INTRODUCTION 
 
Snow accumulation (the formation of snow de-
posits under the influence of air flow) is a com-
plex phenomenon due to the high nonlinearity 
of its constituent subprocesses, which occur at 
different scales and are strongly interconnected 
[2, 3, 21]. One of those, snow transport, is the 
subject of many years of theoretical, experi-
mental and numerical research [19, 27] because 
of its involvement in the redistribution of snow 
masses. The fact that the formation of fairly uni-
form snowdrifts occurs as a result of the gradual 
deposition of snowflakes with sizes from tens of 
microns to tens of millimeters [9] makes a seri-
ous computational problem, especially consider-
ing that in most industries, where it matters, it 
must be considered on areas of tens and hun-
dreds of square meters [22]. 
The known disadvantages of experimental 
methods for predicting the shape of snow depos-
its (the use of substitutes, such as sand [23], 
sawdust [11] and others, loss of accuracy due to 
scaling, etc.) and the natural randomness of 
weather conditions that affect field observations 
force researchers to use numerical methods, 
which makes it possible to effectively model the 
properties of real materials at required scales 
and control all the calculation parameters. 
One of the fields that certainly require a compu-
tational approach is the construction of unique 
buildings and structures. Due to the dependence 
of the snow accumulation process on the ge-
ometry of the structure, surrounding buildings, 
landscape, and climatic conditions, it is neces-
sary to investigate snow loads for each unique 
roof design. Regulatory documents describe the 
shape of snow deposits only for basic, typical 
roofs. Also note that foreign building codes 

(ISO 4355-2016 [46], Eurocode [5], ASCE 
standards [24], JSCE [25]), in contrast to the 
Russian Building Code [26], allow the use of 
numerical modelling of snowdrifts both together 
with the results of experimental modelling and 
to verify the results of experiments, as well as 
instead of experiments where it is impossible to 
conduct studies in wind tunnels. E.g., in a sepa-
rate ASCE standard [42] there is a subsection 
dedicated specifically to the study of methods 
for modelling snow transport, their classifica-
tion and discussion of the limits of their ap-
plicability [52]. 
In connection with the growing tendency to re-
duce the costs of construction, which puts sig-
nificant restrictions on the design, the use of 
numerical modelling could also upgrade the 
building codes. For example, some researchers 
believe [19] that the use of the Weibull and 
Gumbel distributions, which is currently the ac-
cepted way to estimate the amount of precipita-
tion, leads to overestimation of the snow loads. 
Predicting the movement of snow masses in the 
mountains, formation of avalanches, as well as 
other natural phenomena associated with snow 
that threaten human lives, also remains an im-
portant and generally unsolved problem [13, 
14]. 
Over the past decades, a standardized, verified 
and effective numerical methodology for model-
ling snow accumulation and snow transport, 
which could be integrated in the building codes, 
has not been created, despite the increased de-
mand from industries [19]. Obviously, this is 
due to the imperfection of existing models and 
methods and lack of qualitative achievements in 
their development. Since about 2014, there has 
been an increase in the number of works on the 
numerical modelling of snow accumulation and 
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snow transport from China [23, 36, 37, 44, 45], 
supported by government grants and aimed at 
upgrading building codes, which will probably 
lead to verified methodologies emerging soon. 
Few Russian scientific works on the topic [47, 
48, 49, 50, 51], on the contrary, are mostly de-
rivative in nature, despite the problem of calcu-
lating snow loads on the roofs of buildings and 
structures with arbitrary geometry in our coun-
try being way more relevant due to the features 
of the climate. E.g., one of the more well-known 
articles [47] contains only a brief overview of 
some (far from all) works on modelling snow 
accumulation, does not provide any new results, 
does not raise important issues of the develop-
ment and improvement of techniques, as well as 
their introduction into construction practice, 
while another example [51] is actually a literal 
translation of the ASCE standard [42]. The lack 
of critical reviews that clearly highlight the gap 
between the regulations and industry demands 
further aggravates the situation and delays the 
necessary resolution of the issue. 
The problem of numerical modelling of snow 
accumulation has existed for at least 40 years 
[19]. Over the time, a number of studies have 
been carried out and numerical methods and ap-
proaches have been developed that, to one de-
gree or another, bring scientists closer to achiev-
ing more and more physically realistic forms of 
snow deposits. Validation of numerical methods 
was carried out mainly on model cases for 
which there were data from field observations or 
experiments in wind tunnels, e.g. for the flow 
around a cube [12, 20, 32, 33] or a solid fence 
[11, 20]. Some scientists have tried to apply the 
models to real-life problems, such as the accu-
mulation of snow on the roofs of buildings [22, 
34, 35, 36, 37, 44] or around buildings or land-
scape formations [16, 17, 38, 39, 40, 41, 45]. In 
each case, it was necessary to calibrate the mod-
els for the specific conditions of the given prob-
lem and to individually select the parameters, 
although even then minimizing the divergences 
with observations was not sufficient to speak of 
an “accurate” reproduction of “real” snow de-
posits [19]. One of the reasons for this is that to 

adequately model snow transport for arbitrary 
wind velocities, structural geometries and cli-
matic parameters, it is necessary to take into ac-
count all three subprocesses, but in practice it is 
difficult to do because of scales at which they 
occur. Of greatest interest is the modelling of 
suspension and saltation, since it is they that 
make the greatest contribution to the actual 
transport of snow (especially saltation, due to 
the large scatter of particle sizes and lengths up 
to 5 m of which they are capable to move). 
 
 
THE PHENOMENON OF SNOW 
TRANSPORT 
 
One of the fundamental works on the mechanics 
of aeolian transport (that is, movement of solid 
particles, or sediments, under the influence of 
wind), which formed the basis of the vast major-
ity of theoretical developments on this issue, are 
the works of R.A. Bagnold [2, 3]. He laid the 
foundation for a scientific approach to describ-
ing the transport of sand by wind, the formation 
of sand dunes and barchans. The experiments, 
results of which are presented in the book, were 
carried out in a wind tunnel built by the scientist 
himself. When considering the problem of mod-
elling snow deposits, the information from this 
book is also relevant, since snow, like sand, par-
ticipates in aeolian transport. However, sand 
grains do not have the property of cohesion, un-
like snowflakes, due to which the snow 
transport can be divided into three subprocesses, 
namely creep, saltation and suspension (Fig. 1) 
[3, 19]. 
1) Creep is a phenomenon in which coarse sed-
iments (  in diameter) are rolling over the 
surface due to their cohesion with it being 
stronger than the wind force. 
2) Saltation is a jumping movement of medium-
sized particles (70-500 m) at a speed 2-3 times 
lower than the flow speed. Particles up to 100 

m in diameter are subject to modified saltation, 
which occurs under the action of turbulent vor-
tices above the surface. The mass of material 
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that the flow is able to transport in the saltation 
layer is determined by the formula (1). 
3) The suspended layer is formed from fine sed-
iments and is divided into short-term suspension 
(20-70 m, particles return to the saltation layer) 
and long-term suspension (<20 m, the material 
is completely carried away by the flow). 
 

 

Figure 1. Mechanics of the aeolian transport. 
Source: NASA (publicly available) 

 
Note that the sediments participating in all three 
subprocesses, colliding with each other, can ei-
ther stick together, or break up, or crush other 
particles, correspondingly changing the charac-
teristics of both transport, while the macro-
objects that they form (for example, snowdrifts) 
affect the entire flow. Complexity, a large num-
ber of degrees of freedom of such a system, the 
natural randomness of the process are all just 
some of the factors that force researchers to re-
sort to statistical and approximate calculation 
methods. 
Another important result obtained by Bagnold is 
a formula describing the mass of material that 
the wind is able to transport in the saltation lay-
er. It is written as: 
 

 = , (1) 

 
where q is mass of material transported along a 
unit length; C is dimensionless constant of the 
order of one,  is air density; g is acceleration 
due to gravity; d is reference grain size; D is 
uniform grain size used by Bagnold in his ex-

periments (250 m); u* is friction velocity, 
which is written as: 
 

 = , (2) 

 
where is local shear stress on the wall,  is 
air density. This value is especially important 
when simulating snow transport and snow ac-
cumulation, its calculation underlies all numeri-
cal models of these processes. 
The study of snow transport processes was con-
tinued by Mellor [9], Izyumov and Davenport 
[28, 29], Kobayashi [30], Iversen [6, 7], Ander-
son and Huff [1], Gamble [31]. In particular, the 
latter were engaged in finding out the average 
path length of particles in the saltation layer: 
Bagnold gave a value of 9 m [2], then Anderson 
and Huff reduced it to a range of 4-8 m, and 
Gamble expanded it to 5-10 m. 
 
 
NUMERICAL MODELLING OF SUSPEN-
SION 
 
Suspension is usually modeled using Eulerian 
approach [19], although there is at least one work 
where the Lagrangian approach was used [16]. 
Most likely, this is due to the greater homogenei-
ty of the flow due to the small particle sizes, 
which allows formulating models in a more ap-
plicable way without large losses in accuracy. 
Firstly, let us consider the application of the 
snow density transport equation, exampled by 
the work of Okaze et al. [12]. Using two equa-
tions in this paper made it possible to differenti-
ate the inputs from falling and drifting flows of 
snow into the snowdrift forming around a cube. 
To describe the distribution of snow density , 
defined as the mass of snow particles per unit 
volume, the following differential equation is 
used: 
 

+ + = , (3) 
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where wf is snowfall rate, vt is turbulent viscosity, 
s is turbulent Schmidt number. In this case, the 

snow accumulation process is divided into addition 
of the falling snow and transport of the already ac-
cumulated snow over the surface (angle brackets 
mean averaging over spatial dimensions and time): 
 

 = +  (4) 
 
Snow deposition per unit of time and unit of area 
is expressed as , where the subscript “p” 
means calculation within the control volume. The 
deposition fluxes (kg/s) for the first and second 
modes, respectively, are calculated as: 
 

 =  (5) 

 = , (6) 

 
where x y is horizontal platform of the control 
volume. The erosion flux (kg/s) of snow on the 
surface for > , caused by shear stress is 
described by the expression: 
 

 =
6

1  (7) 

 
where 
roughly equals 10-3. 
The net deposition rate on the bottom surface of 
the control volume as a result of all processes is 
given by: 

 
 = + + , (8) 

 
and the variation of snow depth per unit of time 
takes the form: 
 

 = , (9) 

 
where s is accumulated snow density. 
Also, on the surface where snow deposit is 
forming, a boundary condition is set, which 
states that the change in snow density is deter-
mined by erosion:  
 

 =  (10) 

 
The contribution to snow deposition by 
transport fluxes on the surface is described by 
the expression: 
 

 =
+

+ +
 (11) 

 
The following are illustrations of the results ob-
tained using this method (Fig. 2). The resulting 
forms of snowdrifts are in agreement with those 
obtained in the experiment or during field ob-
servation. 

 

 
a) Scalar normalized velocity at z = 0.025H b) Horizontal distribution of normalized snow 

depth 



45Volume 17, Issue 4, 2021

Critical Review of Modern Numerical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

  
c) Contribution of snow particles  
from surface to snowdrift, Rsurf 

d) Horizontal distribution of density surf of 
snow particles coming from the surface  

at z = 0.025H 
 

Figure 2. Results obtained by Okaze et al. using the equation of snow density transport  
to model the suspended layer 

 
 

Secondly, let us consider the application of the 
snow volume fraction transport equation, exam-
pled by the work of Sundsbø [17]. Snow volume 
fraction f in a control volume can be obtained 
from the expression for the density of the two-
phase flow m: 
 

 
 = + (1 )  (12) 

 
To describe the suspension, the convection-
diffusion equation is used: 

 + ( ) + ( ) = + ( ), (13) 

   
where u and w are wind speeds in directions x 
and z, respectively, vt is turbulent viscosity, ct is 
diffusion constant, and wsus is drift velocity be-
tween air and snow in suspension, which is as-
sumed to be inversely proportional to turbulence 
in an air flow: 
 
 = 0.3

+
 (14) 

 
Here  and t are laminar and turbulent dynamic 
viscosities, respectively. It is implied that lami-
nar flow conditions give the highest snow set-
tling rate, which can be considered as the limit-
ing volumetric velocity for suspended snow par-
ticles (in the work under discussion, its value is 
taken as 0.3 m / s). 
The formulation of the equation for snow 
transport in the saltation area is also given by: 

+ ( ) + ( ) = ( ), (15) 
 
where, similarly to the equation (14), wsal is drift 
velocity between air and snow in the saltation 
layer. Two expressions are proposed to describe 
its two “modes”, which are settling of snow and 
accumulation of snow. The expressions for both 
modes are given by: 
 

 = = (1 ) (16) 

 = = 0.5 ( )  (17) 
 
where p is pressure gradient, cf is reciprocal drag 
coefficient between air and snow, in this work 
taken as 0.06 s/m on based on simulation tests. 
Both expressions apply for > . 
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a) Snow accumulation on the side of a building 

without the use of a deflector. 

 
b) Snow accumulation at the side of a building 

using a deflector 
 

Figure 3. Results obtained by Sundsbø using the 
snow volume fraction trasport equation  

to simulate the suspended layer 
 

 
 

The described model was used to study the 
snow accumulation on the side of a building and 
the use of a reflector to minimize snow for-
mation in this area. Its application made it pos-
sible to visualize the difference in the obtained 
snow distributions. 
Finally, let us consider the application of the 
particles concentration transport equation used 
in the works of Moore et al. [10] and Naaim et 
al. [11]. In the latter work the snow transport 
was both the saltation and the suspension were 
modeled. The differential equation for the first 
process is given by: 
 

 + = + d
 

 (18) 

   

where  is average concentration of particles in 
a control volume,  is snowfall speed in the i-
th direction,  is mass flux between the sus-
pension and saltation layers. The equation for 
the second process looks similar: 
 

 + = + d
 

 (19) 

 
Here  is mass flux between the air flow and 
the surface, which will be discussed below. 
 
 
NUMERICAL MODELLING OF SALTA-
TION  
 
Among the methods for modelling snow in the 
saltation layer, the most frequently used are the 
mass transport models formulated by Iversen et 
al., Pomeroy and Gray, and the erosion-
deposition model formulated by Naaim et al. 
Let us consider them sequentially. 
 

In the papers of Iversen et al. [6, 7], one of the 
first numerical models for three-dimensional 
calculation of snow transport was suggested, 
with saltation and suspension both taken into 
account. Later it was implemented by Uematsu 
et al. [20]. In the proposed methodology, the 
calculations are carried out in three stages. First, 
the air flow field is calculated using the RANS 
turbulence model, then the obtained data is used 
to calculate the density of the snow flow, and, 
finally, the snow transport rate is calculated by 
counting the snow particles that were not trans-
ported by saltation. Creep is not taken into ac-
count in this model. 
The mass transported by saltation is modeled by 
the classical formula given by Pomeroy and 
Gray [13]: 
 
 = ( ) (20) 

 
where all quantities correspond to those in the 
formula (1), and wf is average snowfall rate. 
Saltation was modeled by the diffusion equa-
tion: 

f f
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 + ( ) = + +  (21) 

   
where  is snow transport density, us is particle 
transport rate, Ks is vortex diffusion coefficient 
of snow transport density. 
The snow deposition rate is calculated using the 
formula: 
 
 =  (22) 

 
where h is density of snow transport in the sal-
tation layer of thickness h. 
The expression for the ablation rate has the form: 
 

 =  (23) 

 
where uh is particle transport rate in the saltation 
layer. 
Finally, the snow transport rate, defined as the 
mass of snow accumulating on a unit area per 
unit of time, is written as follows:
 
 = ( + ) (24) 

 

Formulas (20) - (24) were used in four calcula-
tions of snow transport: near a snow fence, around 
a cube (Fig. 4), near a wind catcher, and around a 
hill. The results obtained were consistent with ex-
periments and field observations. With this model, 
though, only the snow transport rate can be calcu-
lated, but not the change in snow depth. The au-
thors point out that this problem should be consid-
ered in more detail 
The work of Liston et al. [8] was aimed at improv-
ing the model used by Uematsu et al. The case was 
considered in which the wind speed is low enough 
to neglect the transport of particles from the salta-
tion layer to the turbulent flow layer described by 
one part of the model, while the second part de-
scribes the process of transporting their mass into 
the layer of accumulating snow. The flow is re-
solved through the time-averaged 2D Navier-
Stokes equations using the k-  turbulence model in 
conjunction with the saltation model to compute 
snow accumulation over time near the snow fence. 
The two-dimensional equation of mass accumu-
lation in a turbulent layer has the form: 

 

 + + = +  (25) 

 
where vt is turbulent viscosity coefficient,  is 
particle concentration in density units,  is tur-
bulent Schmidt number. The concentration at 
the bottom of the suspended layer is equal to the 
average concentration in the saltation layer. 
The change in the height of the snow cover h is 
written as follows: 
 

( , )
+

1
+

( , ) + ( , )
= 0 (26) 

 
where  is bulk density of snow,  is mass 
transport flux in a suspended bed,  is mass 
transport flux in the saltation layer.  

 
 

 

 
 

Figure 4. Results obtained by Uematsu et al. for 
snow accumulation around a hut using the mass 

transport model of Iversen et al. to model the 
saltation layer 
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Snow deposition is calculated on the assump-
tion that accumulation occurs when the shear 
velocity of the flow falls below threshold fric-
tion velocity. The control volumes are filled 
gradually, and the mesh is rebuilt as they are 
accumulating. Since it is assumed that Qs re-
sponds instantly to changes in friction velocity, 
the inertia of erosion and deposition is not tak-
en into account. The model makes it possible to 
calculate the equilibrium snow deposition, but 
does not make it possible to estimate the time 
required for the formation of a snow layer of a 
given thickness [11]. 
Let us move on to the mass transport equation 
formulated by Pomeroy and Gray. In their 
works [13, 14], the details of snow transport 
(accumulation and redistribution), snow melt-
ing, interaction of melt water with frozen layers 
and their influence on the descent of snow 
masses in dangerous regions were investigated. 
The authors developed physical models to de-
scribe these processes and applied them to the 
description of snow formation in the Canadian 
province of Saskatchewan. The obtained equa-
tion of mass transport indicates an almost linear 
acceleration of this process with an increase in 
the friction velocity, which is in agreement with 
field observations. As with similar models, the 
equation is sensitive to the cohesion of the snow 
layer, which is determined by the boundary fric-
tion velocity. The authors also showed that gen-
erally the direction of the annual snow transport 
in saltation layer does not always coincide with 
the direction of the wind. 
The flow of a mass of snow having an average 
weight  and saltating at an average speed , 
is written as follows: 
 

 =  (27) 

 
The authors propose the following expression 
for : 
 
 = ( ) (28) 

where  is atmospheric shear stress,  and  
are shear stress on non-destructible and de-
structible surfaces, respectively. The coefficient 
e is dimensionless and means the “efficiency” of 
saltation. It is inversely proportional to the ki-
netic friction arising in the process of collision 
and separation of particles against the surface. 
Formula for  is given by: 
 
 =  (29) 

 
where  is a constant parameter and  is 
threshold friction velocity that separates the 
processes of erosion and deposition. 
Substituting (28) and (29) into (27), we obtain a 
general expression for the saltation layer: 
 
 = ( ) (30) 

 
Determining the values of the coefficients from 
the experimental data, the authors give the final 
form of the expression: 
 

 =
0.68

( ) (31) 

 
It is shown that, in contrast to the result ob-
tained by Bagnold for sand, the snow flux is a 
quadratic function of the friction velocity, not 
a cubic one. The authors point out that this is 
a consequence of the presence of an average 
horizontal speed, which does not affect the 
wind speed in general, and efficiency, which 
grows reciprocally to the wind speed. It is also  
noted that saltation models for sand are poorly 
applicable to snow transport just because of 
the materials they describe. Grains of sand are 
separate, non-sticking particles, while snow-
flakes are crystals that can break up or stick 
together. 
Finally, let us consider the latest and most 
commonly used way to describe the saltation 
layer, the erosion-deposition model. It is 
based on the work of Anderson and Huff [1], 
who proposed a model of aeolian transport of 
sand deposits for the case when particles of 
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the size of sand grains are subject to salta-
tion. It consists of four parts that describe a) 
aerodynamic entrainment; b) trajectories of 
grains of sand; c) interaction of particles with 
the surface; d) influence on the impulse from 
the wind. Each submodel is responsible for a 
specific part of the process and is supported 
by experimental data to refine the values of 
some constants. Together the parts make it 
possible to calculate aeolian saltation from 
the moment of sediment capture by aerody-
namic entrainment until the transition to a 
stationary state. The authors show the im-
portant role of long, high-energy trajectories: 
despite the predominance of short trajectories 
with low energies in the saltation zone, it is 
the collisions of sediments with the surface 
that determine the response of the entire sys-
tem to changes in wind velocity due to 
knocking new particles out of the surface. A 
form of the “splash” function is proposed to 
take such jumps into account, which can last 
as long as a few seconds. An accurate calcu-
lation of fluctuations in wind velocity allows 
establishing its relationship with the station-
ary mass flow in the form of a power func-
tion of the shear velocity. This model, in con-
trast to the previous one, takes into account 
inertia, but the “splash” function is not suita-
ble for snow in the form given by the authors 
and requires modification [11]. Using these 
results, Naaim et al. [11] formulated a model 
that has been used by researchers from dif-
ferent countries almost unchanged for about 
quarter of a century. Pointing out the short-
comings in the models developed by Iversen 
et al. and Liston et al., as well as the limita-
tions that do not allow direct use of the An-
derson and Huff model, the team of authors 
proposed their own version of the erosion-
deposition model, in which they tried to level 
out the failures of their colleagues. Omitting 
the details of the derivation of the flow equa-
tions, described in detail in the article, let us 
turn our attention to the modelling of snow 
transport. 

For the mass exchange flux between air and 
snow layer, the following expression is pro-
posed, similar to (24): 
 
 =  (32) 

 
The erosion flow is written as: 
 
 = ( ) (33) 

 
where  is coefficient that depends on the de-
gree of cohesion in the surface layer and  is 
air density. 
The deposition flow is given by: 
 

 = 1  (34) 

 
where all quantities correspond to those in the 
previous formulae. 
At each step of the simulation, expression (2) is 
recalculated for the flow in each cell of the 
boundary layer and then compared with the val-
ue ut. The snow deposition process is governed 
by the following conditions: 
 
 

<  Deposition:  =  

=  Unchanged: = 0 
>  Erosion: =  

 
The change in the height of the snow layer is 
described by an expression similar to (26): 
 

 =  (35) 

 
This model was applied to the problem of a 
flow around a solid snow fence (see Fig. 5). In  
their work, the authors note that the expres-
sion for the erosion flux must be revised and 
improved despite the quality of results ob-
tained using the model, which are in agree-
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ment with the experiment. This will require 
new field observations or development of a 
“splash” function for snow with different 
properties. They also neglected the movement 
of particles due to creep and took into account 
only those particles that were carried by aero-
dynamic forces. 
 

 
 

a) = 0.23 m/s, = 0.21 m/s 
 

 

b) = 0.25 m/s, = 0.21 m/s 
 
 

Figure 5. Comparison of the results of model-
ling a snowdrift behind a solid fence  

with experimental data [43]

 
ALTERNATIVE METHODS 
 
Among the most modern CFD methods is the 
use of neural networks that do not directly 
solve the Navier-Stokes equations, but simu-
late their solution, learning from a dataset of 
flow behaviors. Such an approach allows ob-
taining sufficiently plausible results, spending 
orders of magnitude less computing power 
and physical time, since with classical CFD 
each problem needs to be computed from the 
scratch, but a neural network is only required 
to be trained once. 
Sanchez-Gonzalez et al. [15] developed a 
framework, which they call “graph network-
based simulators” (GNS). Physical systems 
are represented by sets of interacting particles, 
the dynamics of which are described by 
graphs. Fig. 6 shows how the algorithm 
works. The simulator s  transforms the initial 
state  into the state  by iteratively ap-
plying the trained dynamic model d  (a) ac-
cording to the “encoder-processor-decoder” 
scheme (b): first, the input state X is ex-
pressed by a graph  (c), then M signal 
transmissions between its nodes are per-
formed, generating graphs …  (d), and 
finally dynamic information Y(e) is extracted 
from the graph . 
This framework allows simulating many mate-
rials, from viscous substances (a) to water (b) 
and sand (c), as well as their interaction with 
solid obstacles (d). The model can also be 
trained on several materials at once (e). A pre-
trained model can also handle some cases that 
it wasn’t trained on, like high turbulence 
flows (f), objects of unknown shape (g), and 
much more complex design cases compared to 
the samples (h). In Fig. 9, the top row shows 
the initial states, the middle row shows the 
model predictions, and the bottom row shows 
the results of CFD calculations. 
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ment with the experiment. This will require 
new field observations or development of a 
“splash” function for snow with different 
properties. They also neglected the movement 
of particles due to creep and took into account 
only those particles that were carried by aero-
dynamic forces. 
 

 
 

a) = 0.23 m/s, = 0.21 m/s 
 

 

b) = 0.25 m/s, = 0.21 m/s 
 
 

Figure 5. Comparison of the results of model-
ling a snowdrift behind a solid fence  

with experimental data [43]

 
ALTERNATIVE METHODS 
 
Among the most modern CFD methods is the 
use of neural networks that do not directly 
solve the Navier-Stokes equations, but simu-
late their solution, learning from a dataset of 
flow behaviors. Such an approach allows ob-
taining sufficiently plausible results, spending 
orders of magnitude less computing power 
and physical time, since with classical CFD 
each problem needs to be computed from the 
scratch, but a neural network is only required 
to be trained once. 
Sanchez-Gonzalez et al. [15] developed a 
framework, which they call “graph network-
based simulators” (GNS). Physical systems 
are represented by sets of interacting particles, 
the dynamics of which are described by 
graphs. Fig. 6 shows how the algorithm 
works. The simulator s  transforms the initial 
state  into the state  by iteratively ap-
plying the trained dynamic model d  (a) ac-
cording to the “encoder-processor-decoder” 
scheme (b): first, the input state X is ex-
pressed by a graph  (c), then M signal 
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finally dynamic information Y(e) is extracted 
from the graph . 
This framework allows simulating many mate-
rials, from viscous substances (a) to water (b) 
and sand (c), as well as their interaction with 
solid obstacles (d). The model can also be 
trained on several materials at once (e). A pre-
trained model can also handle some cases that 
it wasn’t trained on, like high turbulence 
flows (f), objects of unknown shape (g), and 
much more complex design cases compared to 
the samples (h). In Fig. 9, the top row shows 
the initial states, the middle row shows the 
model predictions, and the bottom row shows 
the results of CFD calculations. 

 

 
 

Figure 6. Scheme of the GNS framework 
 

 

 
 

Figure 7. Examples of flow behaviors obtained using the GNS framework for various sub-
stances: pink indicates a viscous substance, blue indicates a liquid one, and beige indicates sand 

 
 
Another promising “fast” alternative method is 
replacing the Navier-Stokes equations with a 
system of lattice Boltzmann equations (LBM). 
In this case, the fluid flow is perceived as a col-
lection of particles on a spatial grid. The LBM 
algorithm is characterized by a simpler imple-
mentation, higher efficiency in parallelization, 
and it is better suited for more complex bounda-
ry conditions. The team [18] has developed a 
model of snow transport, which does not yet 
take into account the influence of snow on the 
air, but already gives quite plausible distribu-
tions of snow. 

The numerical lattice Boltzmann equation is a 
prognostic equation for the distribution function of 
particles in the i-th direction, fi, which is given by: 
 

( + + , + ) = ( , ) + , (36) 
 
where r is particle direction vector, ci is particle 
velocity vector, t is time step, i is interparti-
cle interaction, which is described using the 
Bhatnagar-Gross-Krook approximation, replac-
ing it with the relaxation of the equilibrium state 
of the distribution function: 
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where  is relaxation time as a function of kine-
matic viscosity : 
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+
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and  is equilibrium distribution function of 
particles in the i-th direction. 
The equation of motion of snow particles is giv-
en by: 
 

=
3

4
, (39) 

 
where  is particle velocity vector,  is wind 
speed vector, = , g is acceleration 
due to gravity, a and p are air density (1.34 
kg/m3) and particle density (910 kg/m3), respec-
tively, d is particle diameter (100 m), and Cd is 
drag coefficient of a particle, equal to 
 

 =
24

+
6

1 +
+ 0.4, (40) 

 
where 0 is viscosity, equal to 10-5 m2s-1. 
The results obtained by the authors are shown in 
Fig. 8-9. 
 

 
a) 

 
b) 

Figure 8. Solution of lattice Boltzmann equa-
tions (LBM). Vector field of wind velocity in 

vertical (a) and horizontal (b, z = 0.5 m) cross-
sections for three-dimensional flow around a 

solid fence. 
 
 

 
 

Figure 9. Solution lattice Boltzmann equations
(LBM). Contours of the obtained snow layer (a), 
vertical cross-sections along the x-axis (b) and 

y-axis (c) for a three-dimensional flow  
around a solid fence 

 
 
 

CONCLUSIONS 
 
This paper provides an overview of various 
methods of numerical modelling of snow 
accumulation, primarily based on foreign 
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CONCLUSIONS 
 
This paper provides an overview of various 
methods of numerical modelling of snow 
accumulation, primarily based on foreign 

scientific publications and regulatory 
documents. The methods themselves, as well as 
the limits of their applicability, the experimental 
data they were calibrated on and/or verified 
with, are reviewed in detail. Both “classical” 
methods and modern “alternative” ones are 
reviewed. Due to the fact that Russian 
regulatory documents still do not allow the use 
of numerical modelling of snow accumulation 
(despite almost half a century of work in this 
field  by scientists from all over the world), it 
was impossible to carry out a comparative 
analysis of foreign methods with Russian ones, 
since original, non-compilatory scientific works 
in the field do not yet exist. 
It is shown that, taking into account: a) the 
experience of the worldwide scientific and 
engineering communities and a variety of 
approaches to numerical modelling of snow 
accumulation on roofs of buildings and 
structures; b) the complexity of the subject, 
which itself dictates this variety; it is 
impossible to cover the entire range of sample 
cases and situations using only a limited set of 
simple schemes from SP and experimental 
methods. Further rejection of the methods of 
numerical and physical modelling, which are 
recognized and applied by the world 
community, casts serious doubt on the 
legitimacy of the recommendations being 
developed and carries significant risks for the 
mechanical safety of unique buildings and 
structures with arbitrary geometry. The 
inclusion of numerical modelling is necessary 
to form a modern and flexible regulatory 
framework, which could be used by engineers 
to solve much more complex design problems 
than it is possible now. This requires: 
1) Modern research, both foreign and domestic, 
with the latter taking into account specific 
features of current construction practices and 
focused on requests from the industry. Also, 
possibly additional theoretical and practical 
developments, new or refined methods for 
modelling snow accumulation. 
2) Development, verification and approbation of 
numerical methods, carried out using 

appropriate experimental equipment and in the 
field, that would allow using all the necessary 
data (climatic, meteorological, etc.) in 
numerical models for maximum efficiency. 
Only a complex and comprehensive approach to 
the implementation of technologies for 
numerical modelling of snow accumulations in 
modern construction practice will provide the 
required level of technical support for unique 
buildings and structures with arbitrary geometry 
and guarantee the safety of their construction. 
 
 
ACKNOWLEDGMENTS 
 
This work was financially supported by the 
Ministry of Science and Higher Education of the 
Russian Federation (Project: Theoretical and 
experimental design of new composite materials 
to ensure safety during the operation of build-
ings and structures under conditions of techno-
genic and biogenic threats #FSWG-2020-0007) 

 
 

REFERENCES 
 
1. Anderson, R. S., & Haff, P. K. (1991). 

Wind modification and bed response during 
saltation of sand in air. In Aeolian Grain 
Transport 1 (pp. 21-51). Springer, Vienna. 

2. Bagnold, R. A. (1937). The transport of 
sand by wind. The Geographical Journal, 
89(5), 409-438.  

3. Bagnold, R.A., (1941). The Physics of 
Blown Sand and Desert Dunes. Methuen & 
Co.: William Morrow, New York. 

4. Beyers, J. H. M., Sundsbø, P. A., & 
Harms, T. M. (2004). Numerical simula-
tion of three-dimensional, transient snow 
drifting around a cube. Journal of Wind 
Engineering and Industrial Aerodynamics, 
92(9), 725-747. 

5. Eurocode 1: Actions on structures – Part 1-
3: General actions – Snow loads. 



54 International Journal for Computational Civil and Structural Engineering

Alexander M. Belostotsky, Nikita A. Britikov, Oleg S. Goryachevsky

6. Iversen, J. D. (1979). Drifting snow simili-
tude. Journal of the hydraulics division, 
105(6), 737-753.  

7. Iversen, J. D. (1980). Drifting-snow simili-
tude—transport-rate and roughness model-
ing. Journal of glaciology, 26(94), 393-403.  

8. Liston, G. E., Brown, R. L., & Dent, J. D. 
(1993). A two-dimensional computational 
model of turbulent atmospheric surface 
flows with drifting snow. Annals of Glaci-
ology, 18, 281-286. 

9. Mellor, M. (1977). Engineering properties 
of snow. Journal of Glaciology, 19(81), 15-
66. 

10. Moore, I., Mobbs, S. D., Ingham, D. B., 
& King, J. C. (1994). A numerical model 
of blowing snow around an Antarctic build-
ing. Annals of Glaciology, 20, 341-346.  

11. Naaim, M., Naaim-Bouvet, F., & Mar-
tinez, H. (1998). Numerical simulation of 
drifting snow: erosion and deposition mod-
els. Annals of glaciology, 26, 191-196. 

12. Okaze, T., Mochida, A., Tominaga, Y., 
Ito, Y., & Yoshino, H. (2010). CFD pre-
diction of snowdrift around a cube using 
two transport equations for drifting snow 
density. In The Fifth International Sympo-
sium on Computational Wind Engineering 
(CWE2010). 

13. Gray, D. M., Pomeroy, J. W., & 
Granger, R. J. (1989). Modelling snow 
transport, snowmelt and meltwater infiltra-
tion in open, northern regions. Northern 
Lakes and Rivers, 22, 8-22. 

14. Pomeroy, J. W., & Gray, D. M. (1990). 
Saltation of snow. Water resources re-
search, 26(7), 1583-1594. 

15. Sanchez-Gonzalez, A., Godwin, J., Pfaff, 
T., Ying, R., Leskovec, J., & Battaglia, P. 
(2020, November). Learning to simulate 
complex physics with graph networks. In 
International Conference on Machine 
Learning (pp. 8459-8468). PMLR. 

16. Serine, A., Shimura, M., Maruoka, A., & 
Hirano, H. (1999). The numerical simula-
tion of snowdrift around a building. Interna-

tional Journal of Computational Fluid Dy-
namics, 12(3-4), 249-255. 

17. Sundsbø, P. A. (1998). Numerical simula-
tions of wind deflection fins to control 
snow accumulation in building steps. Jour-
nal of Wind Engineering and Industrial 
Aerodynamics, 74, 543-552. 

18. Tanji, S., Inatsu, M., & Okaze, T. (2021). 
Development of a snowdrift model with the 
lattice Boltzmann method. Progress in 
Earth and Planetary Science, 8(1), 1-16.  

19. Tominaga, Y. (2018). Computational fluid 
dynamics simulation of snowdrift around 
buildings: Past achievements and future 
perspectives. Cold Regions Science and 
Technology, 150, 2-14. 

20. Uematsu, T., Nakata, T., Takeuchi, K., 
Arisawa, Y., & Kaneda, Y. (1991). Three-
dimensional numerical simulation of snow-
drift. Cold regions science and technology, 
20(1), 65-73. 

21. Kind, R. J. (1990). Mechanics of aeolian 
transport of snow and sand. Journal of 
Wind Engineering and Industrial Aerody-
namics, 36, 855-866. 

22. Thiis, T. K., & Ramberg, J. F. (2008). 
Measurements and numerical simulations 
of development of snow drifts of curved 
roofs. Proceedings of the Snow Engineering 
VI, Whistler, BC, Canada, 21-27. 

23. Wang, J., Liu, H., Chen, Z., & Ma, K. 
(2020). Wind tunnel test of wind-induced 
snowdrift on stepped flat roofs during 
snowfall. Natural Hazards, 104(1), 731-
752. 

24. ASCE 7-16 Minimum Design Loads and 
Associated Criteria for Buildings and Other 
Structures. 

25. JSCE - Standard Specifications for Steel 
and Composite Structures 

26. Building Code of RF 20.13330.2016 Load 
and actions. 

27. Tominaga, Y., Okaze, T., & Mochida, A. 
(2011). CFD modeling of snowdrift around 
a building: An overview of models and 
evaluation of a new approach. Building and 
Environment, 46(4), 899-910. 



55Volume 17, Issue 4, 2021

Critical Review of Modern Numerical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

6. Iversen, J. D. (1979). Drifting snow simili-
tude. Journal of the hydraulics division, 
105(6), 737-753.  

7. Iversen, J. D. (1980). Drifting-snow simili-
tude—transport-rate and roughness model-
ing. Journal of glaciology, 26(94), 393-403.  

8. Liston, G. E., Brown, R. L., & Dent, J. D. 
(1993). A two-dimensional computational 
model of turbulent atmospheric surface 
flows with drifting snow. Annals of Glaci-
ology, 18, 281-286. 

9. Mellor, M. (1977). Engineering properties 
of snow. Journal of Glaciology, 19(81), 15-
66. 

10. Moore, I., Mobbs, S. D., Ingham, D. B., 
& King, J. C. (1994). A numerical model 
of blowing snow around an Antarctic build-
ing. Annals of Glaciology, 20, 341-346.  

11. Naaim, M., Naaim-Bouvet, F., & Mar-
tinez, H. (1998). Numerical simulation of 
drifting snow: erosion and deposition mod-
els. Annals of glaciology, 26, 191-196. 

12. Okaze, T., Mochida, A., Tominaga, Y., 
Ito, Y., & Yoshino, H. (2010). CFD pre-
diction of snowdrift around a cube using 
two transport equations for drifting snow 
density. In The Fifth International Sympo-
sium on Computational Wind Engineering 
(CWE2010). 

13. Gray, D. M., Pomeroy, J. W., & 
Granger, R. J. (1989). Modelling snow 
transport, snowmelt and meltwater infiltra-
tion in open, northern regions. Northern 
Lakes and Rivers, 22, 8-22. 

14. Pomeroy, J. W., & Gray, D. M. (1990). 
Saltation of snow. Water resources re-
search, 26(7), 1583-1594. 

15. Sanchez-Gonzalez, A., Godwin, J., Pfaff, 
T., Ying, R., Leskovec, J., & Battaglia, P. 
(2020, November). Learning to simulate 
complex physics with graph networks. In 
International Conference on Machine 
Learning (pp. 8459-8468). PMLR. 

16. Serine, A., Shimura, M., Maruoka, A., & 
Hirano, H. (1999). The numerical simula-
tion of snowdrift around a building. Interna-

tional Journal of Computational Fluid Dy-
namics, 12(3-4), 249-255. 

17. Sundsbø, P. A. (1998). Numerical simula-
tions of wind deflection fins to control 
snow accumulation in building steps. Jour-
nal of Wind Engineering and Industrial 
Aerodynamics, 74, 543-552. 

18. Tanji, S., Inatsu, M., & Okaze, T. (2021). 
Development of a snowdrift model with the 
lattice Boltzmann method. Progress in 
Earth and Planetary Science, 8(1), 1-16.  

19. Tominaga, Y. (2018). Computational fluid 
dynamics simulation of snowdrift around 
buildings: Past achievements and future 
perspectives. Cold Regions Science and 
Technology, 150, 2-14. 

20. Uematsu, T., Nakata, T., Takeuchi, K., 
Arisawa, Y., & Kaneda, Y. (1991). Three-
dimensional numerical simulation of snow-
drift. Cold regions science and technology, 
20(1), 65-73. 

21. Kind, R. J. (1990). Mechanics of aeolian 
transport of snow and sand. Journal of 
Wind Engineering and Industrial Aerody-
namics, 36, 855-866. 

22. Thiis, T. K., & Ramberg, J. F. (2008). 
Measurements and numerical simulations 
of development of snow drifts of curved 
roofs. Proceedings of the Snow Engineering 
VI, Whistler, BC, Canada, 21-27. 

23. Wang, J., Liu, H., Chen, Z., & Ma, K. 
(2020). Wind tunnel test of wind-induced 
snowdrift on stepped flat roofs during 
snowfall. Natural Hazards, 104(1), 731-
752. 

24. ASCE 7-16 Minimum Design Loads and 
Associated Criteria for Buildings and Other 
Structures. 

25. JSCE - Standard Specifications for Steel 
and Composite Structures 

26. Building Code of RF 20.13330.2016 Load 
and actions. 

27. Tominaga, Y., Okaze, T., & Mochida, A. 
(2011). CFD modeling of snowdrift around 
a building: An overview of models and 
evaluation of a new approach. Building and 
Environment, 46(4), 899-910. 

28. Isyumov, N., 1971. An Approach to the 
Prediction of Snow Loads, PhD. Thesis, 
University of Western Ontario, London, 
Canada. 

29. Isyumov, N., & Davenport, A. G. (1974). 
A probabilistic approach to the prediction 
of snow loads. Canadian Journal of Civil 
Engineering, 1(1), 28-49. 

30. Kobayashi, D. (1972). Studies of snow 
transport in low-level drifting snow. Con-
tributions from the Institute of Low Tem-
perature Science, 24, 1-58. 

31. Gamble, S. L., Kochanski, W. W., & Ir-
win, P. A. (1992). Finite area element snow 
loading prediction-applications and ad-
vancements. Journal of wind engineering 
and industrial aerodynamics, 42(1-3), 1537-
1548. 

32. Beyers, J. H. M., Sundsbø, P. A., & 
Harms, T. M. (2004). Numerical simula-
tion of three-dimensional, transient snow 
drifting around a cube. Journal of Wind 
Engineering and Industrial Aerodynamics, 
92(9), 725-747. 

33. Tominaga, Y., Mochida, A., Yoshino, H., 
Shida, T., & Okaze, T. (2006, July). CFD 
prediction of snowdrift around a cubic 
building model. In The fourth international 
symposium on computational wind engi-
neering (CWE2006), Yokohama, Japan (pp. 
941-944). 

34. Thiis, T. K., & O’Rourke, M. (2015). 
Model for snow loading on gable roofs. 
Journal of Structural Engineering, 141(12), 
04015051. 

35. Tominaga, Y., Okaze, T., Mochida, A., 
2016. CFD simulation of drift snow loads 
for an isolated gable-roof building. In: Pro-
ceedings of the 8th International Confer-
ence on Snow Engineering, Nantes, France, 
pp. 208–214 (June 14–17) 

36. Kang, L. Y., Zhou, X. Y., & Gu, M. 
(2016). A new method for predicting snow-
drift on flat roofs. In Proceedings of the 8th 
International Conference on Snow Engi-
neering, Nantes, France, pp. 137–141 (June 
14–17). 

37. Zhou, X., Kang, L., Gu, M., Qiu, L., & 
Hu, J. (2016). Numerical simulation and 
wind tunnel test for redistribution of snow 
on a flat roof. Journal of Wind Engineering 
and Industrial Aerodynamics, 153, 92-105. 

38. Thiis, T. K. (2000). A comparison of nu-
merical simulations and full-scale meas-
urements of snowdrifts around buildings. 
Wind & structures, 3(2), 73-81. 

39. Thiis, T. K. (2003). Large scale studies of 
development of snowdrifts around build-
ings. Journal of Wind Engineering and In-
dustrial Aerodynamics, 91(6), 829-839. 

40. Beyers, M., & Waechter, B. (2008). Mod-
eling transient snowdrift development 
around complex three-dimensional struc-
tures. Journal of Wind Engineering and In-
dustrial Aerodynamics, 96(10-11), 1603-
1615. 

41. Okaze, T., Kato, S., Tominaga, Y., Mo-
chida, A., 2016. CFD prediction of snow-
drift in a building array. In: Proceedings of 
the 8th International Conference on Snow 
Engineering, Nantes, France, pp. 26–29 
(June 14–17). 

42. ASCE/SEI 49-12 Wind Tunnel Testing for 
Buildings and Other Structures 

43. Takeuchi, M. (1980). Vertical profile and 
horizontal increase of drift-snow transport. 
Journal of Glaciology, 26(94), 481-492. 

44. Qiang, S., Zhou, X., Gu, M., & Kang, L. 
(2021). A novel snow transport model for 
analytically investigating effects of wind 
exposure on flat roof snow load due to sal-
tation. Journal of Wind Engineering and In-
dustrial Aerodynamics, 210, 104505. 

45. Ma, W., Li, F., Sun, Y., Li, J., & Zhou, X. 
(2021). Field measurement and numerical 
simulation of snow deposition on an em-
bankment in snowdrift. Wind and Struc-
tures, 32(5), 453-469. 

46. ISO 4355-2016 – Bases for design of struc-
tures — Determination of snow loads on 
roofs, IDT. 

47. Hitryh, D. P. (2013). Opyt modelirovaniya 
processov snegoperenosa i snegootlozheni-
ya [Experience in modeling the processes 



56 International Journal for Computational Civil and Structural Engineering

Alexander M. Belostotsky, Nikita A. Britikov, Oleg S. Goryachevsky

of snow transfer and snow deposition]. 
ANSYS Advantage, 27Y32. 

48. Belostocky A. M. i dr. O snegovyh 
nagruzkah na zdaniya i sooruzheniya 
[About snow loads on buildings and struc-
tures] // Vopro-sy prikladnoj matematiki i 
vychislitel'-noj mekhaniki. – 2017. – P. 
212-215. 

49. Belostocky A.M., Akimov P.A., 
Afanas'eva I.N. Vychislitel'naya aerodi-
namika v zadachah stroitel'stva [Computa-
tional aerodynamics in construction prob-
lems]. M., Izdatel'stvo ASV, 2017, 720 p. 

50. Stoyanov, V.V., ZHgalli, SH. CHislennoe 
modelirovanie snegovyh nagruzok na po-
krytiyah unikal'nyh i sovremennyh 
arhitekturnyh form [Numerical modeling of 
snow loads on coverings of unique and 
modern architectural forms]. – 2019. – T. 
30 (69) No 1 (2). 

51. Matveenko, E.V. (2018). Obobshchennyj 
analiz metodov modelirovaniya snegovoj 
nagruzki [Generalized analysis of snow 
load modeling methods]. // Vestnik 
Brestskogo gosudarstvennogo tekhnich-
eskogo universiteta. – P. 77-80. 

52. Belostotsky, A.M., Britikov, N.A., 
Goryachevsky, O.S. (2021). Comparison 
of determination of snow loads for roofs in 
building codes of various countries. Inter-
national Journal for Computational Civil 
and Structural Engineering, 17(3), 39-47. 

 
 

 
 

1. Anderson R. S., Haff P. K. Wind modifi-
cation and bed response during saltation of 
sand in air //Aeolian Grain Transport 1. – 
Springer, Vienna, 1991. – -51. 

2. Bagnold R. A. The transport of sand by 
wind //The Geographical Journal. – 1937. – 

. 89. – – -438. 
3. Bagnold, R.A., 1941. The Physics of 

Blown Sand and Desert Dunes. Methuen & 
Co.: William Morrow, New York. 

4. Beyers J. H. M., Sundsbø P. A., Harms 
T. M. Numerical simulation of three-
dimensional, transient snow drifting around 
a cube //Journal of Wind Engineering and 
Industrial Aerodynamics. – 2004. – – 

– -747. 
5. Eurocode 1: Actions on structures – Part 1-

3: General actions – Snow loads. 
6. Iversen J. D. Drifting snow similitude 

//Journal of the hydraulics division. – 1979. 
– – – 7-753. 

7. Iversen J. D. Drifting-snow similitude—
transport-rate and roughness modeling 
//Journal of glaciology. – 1980. – – 

– -403. 
8. Liston G. E., Brown R. L., Dent J. D. A 

two-dimensional computational model of 
turbulent atmospheric surface flows with 
drifting snow //Annals of Glaciology. – 
1993. – – -286. 

9. Mellor M. Engineering properties of snow 
//Journal of Glaciology. – 1977. – – 

– -66. 
10. Moore, I., Mobbs, S.D., Ingham, D.B., 

King, J.C., 1994. A numerical model of 
blowing snow around an Antarctic building. 
Ann. Glaciol. . 20 (1),  341–346. 

11. Naaim M., Naaim-Bouvet F., Martinez 
H. Numerical simulation of drifting snow: 
erosion and deposition models //Annals of 
glaciology. – 1998. – – -196. 

12. Okaze T. et al. CFD prediction of snow-
drift around a cube using two transport 
equations for drifting snow density //The 
Fifth International Symposium on Compu-
tational Wind Engineering (CWE2010). – 
2010. 

13. Gray D. M., Pomeroy J. W., Granger R. 
J. Modelling snow transport, snowmelt and 
meltwater infiltration in open, northern re-
gions //Northern Lakes and Rivers. – 1989. 
– – 8-22. 

14. Pomeroy, J.W., Gray, D.M., 1990. Salta-
tion of Snow. Wat. Res. Research. T. 26, 

-1594. 
15. Sanchez-Gonzalez A. et al. Learning to 

simulate complex physics with graph net-



57Volume 17, Issue 4, 2021

Critical Review of Modern Numerical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

of snow transfer and snow deposition]. 
ANSYS Advantage, 27Y32. 

48. Belostocky A. M. i dr. O snegovyh 
nagruzkah na zdaniya i sooruzheniya 
[About snow loads on buildings and struc-
tures] // Vopro-sy prikladnoj matematiki i 
vychislitel'-noj mekhaniki. – 2017. – P. 
212-215. 

49. Belostocky A.M., Akimov P.A., 
Afanas'eva I.N. Vychislitel'naya aerodi-
namika v zadachah stroitel'stva [Computa-
tional aerodynamics in construction prob-
lems]. M., Izdatel'stvo ASV, 2017, 720 p. 

50. Stoyanov, V.V., ZHgalli, SH. CHislennoe 
modelirovanie snegovyh nagruzok na po-
krytiyah unikal'nyh i sovremennyh 
arhitekturnyh form [Numerical modeling of 
snow loads on coverings of unique and 
modern architectural forms]. – 2019. – T. 
30 (69) No 1 (2). 

51. Matveenko, E.V. (2018). Obobshchennyj 
analiz metodov modelirovaniya snegovoj 
nagruzki [Generalized analysis of snow 
load modeling methods]. // Vestnik 
Brestskogo gosudarstvennogo tekhnich-
eskogo universiteta. – P. 77-80. 

52. Belostotsky, A.M., Britikov, N.A., 
Goryachevsky, O.S. (2021). Comparison 
of determination of snow loads for roofs in 
building codes of various countries. Inter-
national Journal for Computational Civil 
and Structural Engineering, 17(3), 39-47. 

 
 

 
 

1. Anderson R. S., Haff P. K. Wind modifi-
cation and bed response during saltation of 
sand in air //Aeolian Grain Transport 1. – 
Springer, Vienna, 1991. – -51. 

2. Bagnold R. A. The transport of sand by 
wind //The Geographical Journal. – 1937. – 

. 89. – – -438. 
3. Bagnold, R.A., 1941. The Physics of 

Blown Sand and Desert Dunes. Methuen & 
Co.: William Morrow, New York. 

4. Beyers J. H. M., Sundsbø P. A., Harms 
T. M. Numerical simulation of three-
dimensional, transient snow drifting around 
a cube //Journal of Wind Engineering and 
Industrial Aerodynamics. – 2004. – – 

– -747. 
5. Eurocode 1: Actions on structures – Part 1-

3: General actions – Snow loads. 
6. Iversen J. D. Drifting snow similitude 

//Journal of the hydraulics division. – 1979. 
– – – 7-753. 

7. Iversen J. D. Drifting-snow similitude—
transport-rate and roughness modeling 
//Journal of glaciology. – 1980. – – 

– -403. 
8. Liston G. E., Brown R. L., Dent J. D. A 

two-dimensional computational model of 
turbulent atmospheric surface flows with 
drifting snow //Annals of Glaciology. – 
1993. – – -286. 

9. Mellor M. Engineering properties of snow 
//Journal of Glaciology. – 1977. – – 

– -66. 
10. Moore, I., Mobbs, S.D., Ingham, D.B., 

King, J.C., 1994. A numerical model of 
blowing snow around an Antarctic building. 
Ann. Glaciol. . 20 (1),  341–346. 

11. Naaim M., Naaim-Bouvet F., Martinez 
H. Numerical simulation of drifting snow: 
erosion and deposition models //Annals of 
glaciology. – 1998. – – -196. 

12. Okaze T. et al. CFD prediction of snow-
drift around a cube using two transport 
equations for drifting snow density //The 
Fifth International Symposium on Compu-
tational Wind Engineering (CWE2010). – 
2010. 

13. Gray D. M., Pomeroy J. W., Granger R. 
J. Modelling snow transport, snowmelt and 
meltwater infiltration in open, northern re-
gions //Northern Lakes and Rivers. – 1989. 
– – 8-22. 

14. Pomeroy, J.W., Gray, D.M., 1990. Salta-
tion of Snow. Wat. Res. Research. T. 26, 

-1594. 
15. Sanchez-Gonzalez A. et al. Learning to 

simulate complex physics with graph net-

works //International Conference on Ma-
chine Learning. – PMLR, 2020. – -
8468. 

16. Serine A. et al. The numerical simulation 
of snowdrift around a building 
//International Journal of Computational 
Fluid Dynamics. – 1999. – – -4. 
– -255. 

17. Sundsbø P. A. Numerical simulations of 
wind deflection fins to control snow accu-
mulation in building steps //Journal of 
Wind Engineering and Industrial Aerody-
namics. – 1998. – – -552. 

18. Tanji S., Inatsu M., Okaze T. 
Development of a snowdrift model with the 
lattice Boltzmann method //Progress in 
Earth and Planetary Science. – 2021. – 
– – -16. 

19. Tominaga Y. Computational fluid dynam-
ics simulation of snowdrift around build-
ings: Past achievements and future perspec-
tives //Cold Regions Science and Technol-
ogy. – 2018. – – -14. 

20. Uematsu T. et al. Three-dimensional nu-
merical simulation of snowdrift //Cold re-
gions science and technology. – 1991. – 
20. – – -73. 

21. Kind R. J. Mechanics of aeolian transport 
of snow and sand //Journal of Wind Engi-
neering and Industrial Aerodynamics. – 
1990. – – -866. 

22. Thiis T. K., Ramberg J. F. Measurements 
and numerical simulations of development 
of snow drifts of curved roofs //Proceedings 
of the Snow Engineering VI, Whistler, BC, 
Canada. – 2008. – -27. 

23. Wang J. et al. Wind tunnel test of wind-
induced snowdrift on stepped flat roofs dur-
ing snowfall //Natural Hazards. – 2020. – 
104. – – -752. 

24. ASCE 7-16 Minimum Design Loads and 
Associated Criteria for Buildings and Other 
Structures. 

25. JSCE - Standard Specifications for Steel 
and Composite Structures 

26.  20.13330.2016   
 

27. Tominaga Y., Okaze T., Mochida A. CFD 
modeling of snowdrift around a building: 
An overview of models and evaluation of a 
new approach //Building and Environment. 
– 2011. – 46. – – -910. 

28. Isyumov N. An approach to the prediction 
of snow ioads // PhD. Theis, University of 
Western Ontario, Canada. – 1971. 

29. Isyumov N., Davenport A. G. A probabil-
istic approach to the prediction of snow 
loads //Canadian Journal of Civil Engineer-
ing. – 1974. – – – -49. 

30. Kobayashi D. Studies of snow transport in 
low-level drifting snow //Contributions 
from the Institute of Low Temperature Sci-
ence. – 1972. – – -58. 

31. Gamble S. L., Kochanski W. W., Irwin P. 
A. Finite area element snow loading predic-
tion-applications and advancements 
//Journal of wind engineering and industrial 
aerodynamics. – 1992. – – -3. – 

-1548. 
32. Beyers J. H. M., Sundsbø P. A., Harms 

T. M. Numerical simulation of three-
dimensional, transient snow drifting around 
a cube //Journal of Wind Engineering and 
Industrial Aerodynamics. – 2004. – – 

– -747. 
33. Tominaga Y. et al. CFD prediction of 

snowdrift around a cubic building model 
//The fourth international symposium on 
computational wind engineering 
(CWE2006), Yokohama, Japan. – 2006. – 

-944. 
34. Thiis T. K., O’Rourke M. Model for snow 

loading on gable roofs //Journal of Struc-
tural Engineering. – 2015. – – 
12. –  

35. Tominaga Y. et al. CFD simulation of drift 
snow loads for an isolated gable-roof build-
ing //8th International Conference on Snow 
Engineering. – Nantes France, 2016. – 
14-17. 

36. Kang L. Y., Zhou X. Y., Gu M. A new 
method for predicting snowdrift on flat 
roofs //Proceedings of the 8th International 



58 International Journal for Computational Civil and Structural Engineering

Belostotsky Alexander Mikhailovich, RAAСS acade-
mician, professor, D.Sc. in Engineering; General Director 
of Scientific Research Center StaDyO; Professor of the 
Department of Informatics and Applied Mathematics 
and Scientific Director of the A.B. Zolotov NICCM of 
the National Research Moscow State University of Civil 

Engineering; Professor of the Department of Building 
Structures, Buildings and Structures of the Russian 
University of Transport (MIIT); 125040, Russia, Moscow, 
3rd Yamsky Pole, 18, office 810; Tel. +7 (499) 706-88-10
E-mail: amb@stadyo.ru

Conference on Snow Engineering, Nantes, 
France, pp. 137–141 (June 14–17). – 2016. 

37. Zhou X. et al. Numerical simulation and 
wind tunnel test for redistribution of snow 
on a flat roof //Journal of Wind Engineering 
and Industrial Aerodynamics. – 2016. – 
153. – -105. 

38. Thiis T. K. A comparison of numerical 
simulations and full-scale measurements of 
snowdrifts around buildings //Wind & 
structures. – 2000. – – – -
81. 

39. Thiis T. K. Large scale studies of devel-
opment of snowdrifts around buildings 
//Journal of Wind Engineering and Industri-
al Aerodynamics. – 2003. – – – 

-839. 
40. Beyers M., Waechter B. Modeling transi-

ent snowdrift development around complex 
three-dimensional structures //Journal of 
Wind Engineering and Industrial Aerody-
namics. – 2008. – – -11. – 
1603-1615. 

41. Okaze T. et al. CFD prediction of snow-
drift in a building array //Proceedings of the 
8th International Conference on Snow En-
gineering, Nantes, France. – 2016. – . 14-
17. 

42. ASCE/SEI 49-12 Wind Tunnel Testing for 
Buildings and Other Structures 

43. Takeuchi M. Vertical profile and horizon-
tal increase of drift-snow transport //Journal 
of Glaciology. – 1980. – – – 

-492. 
44. Qiang, S., Zhou, X., Gu, M., & Kang, L., 

2021. A novel snow transport model for an-
alytically investigating effects of wind ex-
posure on flat roof snow load due to salta-
tion. J. Wind Eng. Ind. Aerodyn., 210, 
104505. 

45. Ma W. et al. Field measurement and nu-
merical simulation of snow deposition on 
an embankment in snowdrift //Wind and 
Structures. – 2021. – – – 
453-469. 

46. ISO 4355-2016 – Bases for design of struc-
tures — Determination of snow loads on 
roofs, IDT. 

47.  

– 2013. – 
27Y32. 

48. 
 

– 2017. – -215. 
49.  

 

 
50.  

– 2019. – 
(69) No  

51.  

. 

 – -80. 
52.  . ,  . , 

 .   
  

 // 
International Journal for Computational 
Civil and Structural Engineering. – 2021. – 

. 17. – 3. – . 39-47. 
 
 
 

 
 
 
 
 
 

Alexander M. Belostotsky, Nikita A. Britikov, Oleg S. Goryachevsky



59Volume 17, Issue 4, 2021

Critical Review of Modern Numerical Modelling of Snow Accumulation on Roofs with Arbitrary Geometry

Conference on Snow Engineering, Nantes, 
France, pp. 137–141 (June 14–17). – 2016. 

37. Zhou X. et al. Numerical simulation and 
wind tunnel test for redistribution of snow 
on a flat roof //Journal of Wind Engineering 
and Industrial Aerodynamics. – 2016. – 
153. – -105. 

38. Thiis T. K. A comparison of numerical 
simulations and full-scale measurements of 
snowdrifts around buildings //Wind & 
structures. – 2000. – – – -
81. 

39. Thiis T. K. Large scale studies of devel-
opment of snowdrifts around buildings 
//Journal of Wind Engineering and Industri-
al Aerodynamics. – 2003. – – – 

-839. 
40. Beyers M., Waechter B. Modeling transi-

ent snowdrift development around complex 
three-dimensional structures //Journal of 
Wind Engineering and Industrial Aerody-
namics. – 2008. – – -11. – 
1603-1615. 

41. Okaze T. et al. CFD prediction of snow-
drift in a building array //Proceedings of the 
8th International Conference on Snow En-
gineering, Nantes, France. – 2016. – . 14-
17. 

42. ASCE/SEI 49-12 Wind Tunnel Testing for 
Buildings and Other Structures 

43. Takeuchi M. Vertical profile and horizon-
tal increase of drift-snow transport //Journal 
of Glaciology. – 1980. – – – 

-492. 
44. Qiang, S., Zhou, X., Gu, M., & Kang, L., 

2021. A novel snow transport model for an-
alytically investigating effects of wind ex-
posure on flat roof snow load due to salta-
tion. J. Wind Eng. Ind. Aerodyn., 210, 
104505. 
 
 
 
 
 
 

45. Ma W. et al. Field measurement and nu-
merical simulation of snow deposition on 
an embankment in snowdrift //Wind and 
Structures. – 2021. – – – 
453-469. 

46. ISO 4355-2016 – Bases for design of struc-
tures — Determination of snow loads on 
roofs, IDT. 

47.  

– 2013. – 
27Y32. 

48. 
 

– 2017. – -215. 
49.  

 

 
50.  

– 2019. – 
(69) No  

51.  

. 

 – -80. 
52.  . ,  . , 

 .   
  

 // 
International Journal for Computational 
Civil and Structural Engineering. – 2021. – 

. 17. – 3. – . 39-47. 
 
 
 

 
 
 
 
 
 

Britikov Nikita Aleksandrovich, engineer of the A.B. 
Zolotov NICCM of the National Research Moscow State 
University of Civil Engineering; postgraduate student 
of the Russian University of Transport (MIIT); 129337, 
Russia, Moscow, Yaroslavskoe shosse, 26. E-mail: 
n.a.britikov@gmail.com

Goryachevsky Oleg Sergeevich, Lead Computing Engineer 
of Research Center StaDyO; Deputy Director of the A.B. 
Zolotov NICCM of the National Research Moscow State 
University of Civil Engineering; 129337, Russia, Moscow, 
Yaroslavskoe shosse, 26. E-mail: osgoryachevskij@mail.ru

Белостоцкий Александр Михайлович, академик РААСН, 
профессор, доктор технических наук; генеральный ди-
ректор ЗАО Научно-исследовательский центр СтаДиО; 
профессор кафедры Информатики и прикладной мате-
матики Национального исследовательского, научный 
руководитель НОЦ КМ им. А.Б. Золотова Московского 
государственного строительного университета; про-

фессор кафедры «Строительные конструкции, здания 
и сооружения» Российского университета транспорта 
(МИИТ); 125040, Россия, Москва, ул. 3-я Ямского 
Поля, д.18, офис 810; тел. +7 (499) 706-88-10. E-mail: 
amb@stadyo.ru

Бритиков Никита Александрович, инженер НОЦ КМ 
им. А.Б. Золотова Национального исследовательского 
Московского государственного строительного универ-
ситета; аспирант Российского университета транспорта 
(МИИТ); 129337, Россия, г. Москва, Ярославское шос-
се, д. 26. E-mail: n.a.britikov@gmail.com.

Горячевский Олег Сергеевич, ведущий инженер-рас-
четчик ЗАО Научно-исследовательский центр СтаДиО; 
заместитель директора НОЦ КМ им. А.Б. Золотова 
Национального исследовательского Московского го-
сударственного строительного университета; 129337, 
Россия, г. Москва, Ярославское шоссе, д. 26. E-mail: 
osgoryachevskij@mail.ru



60 International Journal for Computational Civil and Structural Engineering

International Journal for Computational Civil and Structural Engineering, 17(4) 60–72 (2021)

DOI:10.22337/2587-9618-2021-17-4-60-72

STRESS-DEFORMED STATE OF THE BOUNDATION OF 
HYDRAULIC STRUCTURES AT CONTROLLED 

COMPENSATION DISCHARGE 
 

Alexandra S. Bestuzheva, Ivan V. Chubatov 
National Research Moscow State University of Civil Engineering, Moscow, RUSSIA 

 
Abstract. Numerical simulation of the process of injection of mortar into the thickness of the sandy base during the work 
on lifting and leveling the structure by the method of compensatory injection is carried out. An author's program has been 
developed that implements the finite element method (FEM) in a spatial formulation, taking into account the elastic-
plastic nature of soil deformation, in which a special element in the form of a spheroid has been developed to describe 
the expanding area at the location of the injector, which changes its volume during the injection of mortar. During the 
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the Zagorskaya PSPP-2. A number of tasks are being solved related to minimizing the number of injection columns, their 
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INTRODUCTION  
 
Non-admission of limit values for uneven 
precipitation in the foundations of hydraulic 
structures is one of the main safety criteria and a 
determining condition in the design of structures 
according to the second group of limit states. 
Nevertheless, the inevitable uneven distribution 
of stresses along the soles of structures, complex 
geological conditions, interaction with the water 
environment and filtration flow often cause the 
collapse of retaining walls, tilting foundations, 
abnormal settlement of the foundations of 
hydraulic structures. But the problem of excess 
settlement of buildings has become most acute in 
recent decades during the construction of 
underground transport infrastructure in cities. 
First of all, to solve these problems associated 
with tunneling, a method was developed for 
securing the soil mass using compensation 
injection technology, in which mortars are 
injected synchronously with mining operations 
based on the readings of a system of ground and 
underground sensors in order to prevent the 
development of sediments and subsidence of 
foundations. buildings in excess of the limit 
values. 
The development of compensatory injection 
ideas related to soil strengthening was the work 
aimed at obtaining the effect of "lifting" the day 
surface of the soil, as well as the foundations of 
buildings and structures by injecting additional 
volumes of building mixtures into the 
foundations of structures, which contributes to 
the subsequent rise of the base, and together with 
him and structures [1,2].  
In world practice, there are a large number of 
examples of the implementation of compensation 
injection technology to stabilize sediment or 
level the position of structures. The most famous 
examples are: alignment of the building of the 
hydroelectric power station of the Hessigheim 
hydroelectric complex on the navigable river 
Neckar near the city of Hessigheim (Germany), 
compensation for settlement and tilt of the 
Elizabeth Tower (Big Ben) of the Palace of 
Westminster (London, UK) [3], alignment of the 

building in the city of New Orleans (USA) [4], 
compensation of the settlement of the 
Bertelsmann AG office building in Berlin 
(Germany), etc. The largest values of the 
compensated settlement for controlled injection 
today are about 170-200 mm. In our country, 
studies on leveling the position of the foundation 
part of the Zagorskaya PSHPP-2 building have 
been carried out since 2013. Within the 
framework of these studies, a successful 
experiment was carried out to raise and set the 
alignment of the position of a concrete slab on 
the experimental site near the ZAGPP during 
controlled compensatory injection, the 
magnitude of the rise of the day surface of the 
soil was about 46.8 cm. The experiments carried 
out are related to the need to substantiate the 
possibility of leveling the position of the 
ZAGES-2 station unit after the uneven settlement 
that occurred in 2013, when the maximum draft 
was 1.17m. The available data on the 
compensation injection technology allow us to 
approach this problem from the side of 
mathematical modeling, the results of which will 
help find the best solution in the scheme for 
supplying mortars to the sandy base of the 
pumped storage power plant. 
Unfortunately, at present there are no known 
software systems with an interface designed to 
solve such problems. Different researchers 
approached the issues of mathematical modeling 
of the process of injecting a solution into the base 
of a structure from different positions: assigning 
the finite elements that simulate the injection 
zone, the coefficient of additional volumetric 
deformation or the coefficient of thermal 
expansion [5]. 
For the numerical simulation of the solution 
injection process during compensatory injection, 
the author's program "JulyS" for a computer, 
written in the FORTRAN language [6], is used. 
The program solves the problems of the stress-
strain state of the soil by the finite element 
method in a spatial setting. A tetrahedron is used 
as a finite element. To create the finite element 
mesh, the open source Gmsh program version 
4.7.1 was used. The same program allows you to 
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visualize the results of numerical calculations, 
for which the author's interpolation modules have 
been added to it. 
To obtain adequate information about the stress-
strain state of the soil medium, two soil models 
are used: a model of an elastic-ideal-plastic 
medium with the Mohr-Coulomb strength 
criterion [7, 10] and a nonlinear "energy" soil 
model developed by Professor L.N. Rasskazov 
[8]. 
In the nonlinear "energy" soil model by LN 
Rasskazov, the stage-by-stage loading of the 
computational domain with specified loads is 
reproduced, and the recalculation of the strength 
and deformation characteristics of the soil at each 
stage reflects the effect of material hardening. 
Due to the lack of experimental data on the 
magnitude of dilatancy in sandy soils, the model 
is used in a simplified form, i.e., without taking 
into account dilatancy, and also without taking 
into account the development of creeping 
deformations in time. In this case, the 
dependence of the stress tensor on deformation 
according to the "energy" model is written in the 
form (1): 
 

0
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E de
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1,  =

0,      
;  

 
0E  and 0G  are  respectively, the initial moduli of 

volumetric and shear deformation during all-
round compression; ( )f  is a function expressing 
the relationship between the modulus of 
volumetric and shear deformation; n is exponent; 

 is an average soil stresses; B  is dimensionless 
coefficient determined experimentally; K  is 
hardening parameter associated with the energy 
condition of strength [9]. 
The numerical implementation of the "energy" 
model in relation to the calculations of earth 
dams was carried out by LN Rasskazov in the 

Dampz program. In addition to the elastoplastic 
nature of the soil deformation, the model took 
into account the rheological properties of the soil, 
which appear over time. Currently, the model is 
successfully used in the calculations of earth 
dams at the Department of Hydraulics and 
Hydraulic Engineering of NRU MGSU [12,13]. 
Also, the "energy" model was used in the 
calculations of large hydraulic structures in the 
software packages of the Research Center 
STADIO [14-50, 15-51, 1616-53]. 
To implement the "energy model" in the 
formulation of the finite element method, the 
dependence of the stress tensor on deformations 
(1) is written in the form of a matrix of 
characteristics [17], while the method of initial 
stresses is used [11]. The solution is made in 
increments of loads during the iterative process. 
Testing of the computational program for solving 
the problem of the stress-strain state of the 
computational domain in the elastic and 
elastoplastic formulation was carried out using 
examples that have an exact analytical solution, 
when compared with calculations in the Plaxis 
software package, with calculations using the 
StatDam program, which implements the 
"energy" soil model in within the framework of 
the finite element method in combination with 
the method of local variations [18]. 
Numerical modeling of the stress-strain state of 
the soil medium in the field of the introduction of 
mortars is based on the experience of scientists 
from the Cambridge, Delft, Ghent universities, 
who, in cooperation, carried out work aimed at 
studying compensatory injection in soft soils, the 
research results were published in the works of 
A. Bezuijen, AF van Tol, Gafar K., L. Masini et 
al. [19,20,21]. L. Masini's work "Experimental 
study of the technique of compensatory 
injections in sandy loam and loamy soils" 
describes the experimental setup and 
experimental conditions. According to the results 
of the experiments, it was noted that the solution 
injected into the sandy soil forms not a spherical 
volume, but a volume of a more complex shape, 
schematically shown in Figure 1 [21]. 
 



63Volume 17, Issue 4, 2021

Stress-Deformed State of the Boundation of Hydraulic Structures at Controlled Compensation Discharge

visualize the results of numerical calculations, 
for which the author's interpolation modules have 
been added to it. 
To obtain adequate information about the stress-
strain state of the soil medium, two soil models 
are used: a model of an elastic-ideal-plastic 
medium with the Mohr-Coulomb strength 
criterion [7, 10] and a nonlinear "energy" soil 
model developed by Professor L.N. Rasskazov 
[8]. 
In the nonlinear "energy" soil model by LN 
Rasskazov, the stage-by-stage loading of the 
computational domain with specified loads is 
reproduced, and the recalculation of the strength 
and deformation characteristics of the soil at each 
stage reflects the effect of material hardening. 
Due to the lack of experimental data on the 
magnitude of dilatancy in sandy soils, the model 
is used in a simplified form, i.e., without taking 
into account dilatancy, and also without taking 
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volumetric and shear deformation during all-
round compression; ( )f  is a function expressing 
the relationship between the modulus of 
volumetric and shear deformation; n is exponent; 

 is an average soil stresses; B  is dimensionless 
coefficient determined experimentally; K  is 
hardening parameter associated with the energy 
condition of strength [9]. 
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model in relation to the calculations of earth 
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Dampz program. In addition to the elastoplastic 
nature of the soil deformation, the model took 
into account the rheological properties of the soil, 
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Also, the "energy" model was used in the 
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dependence of the stress tensor on deformations 
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"energy" soil model in within the framework of 
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the method of local variations [18]. 
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al. [19,20,21]. L. Masini's work "Experimental 
study of the technique of compensatory 
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experimental conditions. According to the results 
of the experiments, it was noted that the solution 
injected into the sandy soil forms not a spherical 
volume, but a volume of a more complex shape, 
schematically shown in Figure 1 [21]. 
 

 
Figure 1. The resulting embedded body. 

Sectional view 

For the numerical simulation of the process of 
penetration into the soil environment of the 
mortar, numerical studies were carried out and 
it was decided to use a spheroid elongated in 
the horizontal plane with a ratio of the 
horizontal and vertical semiaxes of 1: 2.5 as a 
shape for the penetration body. In this case, the 
equation of the surface of the spheroid takes the 
form: 
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where x, y, z are coordinates of a point on the 
surface of the spheroid; x0, y0, z0 are coordinates 
of the center of the spheroid; V is discharge 
volume. 
Since the formation of the intrusion body takes 
place in several stages, when constructing the 
finite element mesh, it was decided to provide 
for an "interlayer" of elements, similar to a 
closed crack, from the edges of which the 
region will expand, taking the shape of a 
spheroid. With each additional portion of the 
injection, the volume of the spheroid increases 
with the involvement of more and more 
interlayer nodes in the creation of the 
embedded volume. In this case, the nodes of the 
finite element mesh of the "interlayer", which 
are inside the spheroid, are "pulled" onto the 

surface of the spheroid along their abscissa 
(Fig. 2). 
 

 
Figure 2. Schematic representation of the 

process of "pulling" nodes for the elements of 
the "interlayer" (1 - system mesh before 

calculation; 2 - system mesh after calculation; 
3 - "interlayer" of elements; 4 - boundary of a 
given spheroid; a, b, c, d , e, f - grid nodes of 

the system; a ', b', c ', d', e ', f' - given position of 
grid nodes of the system; o - center of the 

spheroid) 

Before the introduction of the mortar, the 
elements of the "interlayer" have the properties 
of the enclosing soil, and after the introduction of 
the mortar, they are excluded from the 
calculation. The elements of the interlayer that 
fall into the zone of influence of the spheroid are 
also excluded from the calculation. The zone of 
influence is taken to be equal to the twice-
enlarged surface of the spheroid. Thus, the cross-
section of the discharge volume looks as shown 
in Figure 3. 
 

 
Figure 3. Section of the expansion volume. 
1 - resulting surface; 2 - the center of the 

spheroid; 3 - zone of influence of the spheroid; 
4 - a given surface of the spheroid; 5 - the initial 

position of the interlayer 
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When using the above assumptions, when 
calculating the process of injecting tensile 
stresses around the intrusion body, are not 
observed. The actual injection volume is 
calculated as the difference between the pre-
injection volume and the post-injection volume. 
The verification of the developed numerical 
model was carried out on the example of a 
physical experiment described in the works of 
L. Masini [19]. Figure 4 shows a diagram of 
the experiment set up. The test chamber has a 
diameter of 850 mm and a height of 400 mm. 
At the bottom of the chamber there is a 
drainage layer of gravel approximately 25 mm 
thick, covered with a geotextile filter. The 
drainage system by two pairs of holes on the 
side surfaces of the chamber is connected to 
the open cylindrical container with PVC pipes, 
which determines the conditions for 
conducting experiments according to the 
drained scheme. Vertical pressure is applied to 
the sample through a rubber septum attached 
circumferentially to a metal cover. The lid has 
five slots for displacement sensors (LVDTs), 
each with a through hole to measure vertical 
displacements directly on the sample surface. 
The solution is fed into the soil through a 
horizontal metal tube with external and 
internal diameters of 15 mm and 12.5 mm, 
respectively, which is introduced into the 
chamber at half its length and height so that 
the solution spreads into the soil in all 
directions from the open end of the tube 
located in the center of the camera. 
The soil sample was made of medium-sized sand 
with a particle content of d50 = 0.4mm. The 
introduced cement slurry with the addition of 
bentonite had the following characteristics: (W / 
C) water-cement ratio 1.8, (B / W) bentonite-
water ratio 0.08. 
 

 
Figure 4. Diagram of the experimental 

equipment used 

 
Before the injection of the solution into the 
soil, a pressure of 100 kPa was created on the 
surface of the sample. In total, 1.11 liters of 
solution was injected into the ground. As a 
result of injection, the maximum rise of the 
sample surface was 4.21 mm, while the 
volume of the raised surface (useful volume) 
was about 0.823 L. Thus, the injection 
efficiency, as the ratio of the useful volume to 
the volume of the supplied solution, is 74.6%. 
The results of the experiment are presented 
graphically in Figure 5. 
For numerical simulation of the physical 
experiment, the finite element mesh of the test 
chamber was recreated (Fig. 6). The FEM mesh 
included 1330 elements and 6359 nodes. It was 
assumed that the embedded volume is modeled 
in the form of a spheroid conjugated with a 
contact element in the form of a flat “closed” 
layer, as shown in Figure 3. Before the 
introduction of the injection solution, the 
volume of the layer was equal to zero. 
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Figure 5. Isolines of the surface displacement at 

the end of the injection and the profiles of the 
longitudinal and cross-sectional displacements 

for the injection point 
 

The calculation consisted of 12 stages. At the 
first stage, the soil was calculated from its own 
weight, at the second - the calculation was based 
on a vertical distributed load equal to 100 kPa. In 
stages 3–12, the injection of 1.11 liters of 
solution into the soil in separate portions was 
simulated. At each stage of injection, the adopted 
element expands in accordance with the injection 
volume, and if the nodes of the finite element 
mesh are inside the spheroid, then they are given 
such displacements so that they fall on its 
boundary. The iterative process with one portion 
of the solution is repeated until a stress-strain 
state in the computational domain adequate to the 
specified boundary conditions is obtained. To 
accelerate the convergence, individual portions 
of the solution supply are also divided into 
elementary sub-volumes, the size of which is 
selected. The accuracy of solving the problem in 
relative stresses is 1 10 . 
Physical and mechanical characteristics of the 
soil taken in the calculation: soil deformation 
modulus E = 30MPa (taken from the manual for 
the design of the foundations of buildings and 
structures (to SNiP 2.02.01-83) for medium-

sized sand); modulus of elasticity on the 
unloading branch Ey= 180 MPa; Poisson's ratio 
= 0.3; function value f(v) = 1.5; exponent n = 

0.8; dimensionless coefficient B = 10; volumetric 
weight of soil  = 22kN / m2. 
 

 
Figure 6. Finite element mesh of half of the test 

chamber (top - before the start of the 
experiment, bottom - after injection) 
 

The maximum rise of the sample surface after 
injection of 1.11 liters of solution was 4.24 mm (in 
the experiment, 4.21 mm). Isolines of 
displacements of the sample surface after injection 
of 1.11 l of solution are shown in Figure 7. 
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The distribution of average stresses in the 
horizontal section is shown in Figure 9. As can 
be seen from the solution results, compressive 
stresses are observed in the entire region. Above 
and below the expanded area, there is a 
concentration of large compressive stresses 
(more than 3000 kN / m2). 
 

 
Figure 9. Isolines of average stresses in a 

horizontal section after injection of 1.11 l of 
solution 

Analyzing the results obtained, it is worth noting 
that in the experiment, there was probably a loss 
of part of the volume of the injected solution 
when water was squeezed into the ground, since 

the water-cement ratio was large and amounted 
to W / C = 1.8. Taking this factor into account in 
the numerical calculation, the volume of 
expansion of the injection area should be less by 
the volume of lost “squeezed out” water, which 
for such mixtures is up to 10% of the injected 
solution. The obtained results of numerical 
simulation represent a good accuracy of the 
description of the physical experiment, the 
obtained error does not exceed 3%. 
A study of grid convergence was carried out for 
such a formulation of the problem. For the initial 
finite element mesh, the scheme used in the 
calculation of the experiment was taken (the level 
of adaptation of the calculated volume is 3), and 
4 meshes were created relative to it, two of which 
are less often 2 and 1.5 times (the level of 
adaptation of the calculated volume is 1 and 2, 
respectively), and the other two are 1.5 and 2 
times thicker than the initial one (the level of 
adaptation of the calculated volume is 4 and 5, 
respectively). 
The value of the maximum rise of the sample was 
chosen as a control parameter. The 
characteristics of finite element meshes and the 
calculation results are shown in Table 1. 
Table 1. Results of the study of grid convergence 

Adaptation level Lifting mm Number of 
nodes 

Number of 
elements 

Counting time, 
min 

1 4.12 352 1455 0.6 
2 4.94 623 2818 2.3 
3 4.24 1330 6359 6.1 
4 4.39 2649 13235 24.9 
5 4.34 6012 31276 164.2 

 
Figure 10. Graph of the dependence of the 

surface lift value on the level of the calculated 
volume adaptation 

The dependence of the magnitude of the rise of 
the surface of the sample depending on the level 
of the calculated adaptation of the grid is shown 
in the graph (Fig. 10). It should be noted that the 
automatic mesh generation for each new 
adaptation level increases the number of finite 
elements unevenly. The graph shows that 
thickening the grid by 1.5 times or more of the 
initially adopted version gives a relatively similar 
result with an increase in the estimated time by 
an order of magnitude. 

4

4,5

5

1 2 3 4 5

Li
fti

ng
 

va
lu

es
ur

fa
ce

, m
m

Adaptation level



67Volume 17, Issue 4, 2021

Stress-Deformed State of the Boundation of Hydraulic Structures at Controlled Compensation Discharge

The distribution of average stresses in the 
horizontal section is shown in Figure 9. As can 
be seen from the solution results, compressive 
stresses are observed in the entire region. Above 
and below the expanded area, there is a 
concentration of large compressive stresses 
(more than 3000 kN / m2). 
 

 
Figure 9. Isolines of average stresses in a 

horizontal section after injection of 1.11 l of 
solution 

Analyzing the results obtained, it is worth noting 
that in the experiment, there was probably a loss 
of part of the volume of the injected solution 
when water was squeezed into the ground, since 

the water-cement ratio was large and amounted 
to W / C = 1.8. Taking this factor into account in 
the numerical calculation, the volume of 
expansion of the injection area should be less by 
the volume of lost “squeezed out” water, which 
for such mixtures is up to 10% of the injected 
solution. The obtained results of numerical 
simulation represent a good accuracy of the 
description of the physical experiment, the 
obtained error does not exceed 3%. 
A study of grid convergence was carried out for 
such a formulation of the problem. For the initial 
finite element mesh, the scheme used in the 
calculation of the experiment was taken (the level 
of adaptation of the calculated volume is 3), and 
4 meshes were created relative to it, two of which 
are less often 2 and 1.5 times (the level of 
adaptation of the calculated volume is 1 and 2, 
respectively), and the other two are 1.5 and 2 
times thicker than the initial one (the level of 
adaptation of the calculated volume is 4 and 5, 
respectively). 
The value of the maximum rise of the sample was 
chosen as a control parameter. The 
characteristics of finite element meshes and the 
calculation results are shown in Table 1. 
Table 1. Results of the study of grid convergence 

Adaptation level Lifting mm Number of 
nodes 

Number of 
elements 

Counting time, 
min 

1 4.12 352 1455 0.6 
2 4.94 623 2818 2.3 
3 4.24 1330 6359 6.1 
4 4.39 2649 13235 24.9 
5 4.34 6012 31276 164.2 

 
Figure 10. Graph of the dependence of the 

surface lift value on the level of the calculated 
volume adaptation 

The dependence of the magnitude of the rise of 
the surface of the sample depending on the level 
of the calculated adaptation of the grid is shown 
in the graph (Fig. 10). It should be noted that the 
automatic mesh generation for each new 
adaptation level increases the number of finite 
elements unevenly. The graph shows that 
thickening the grid by 1.5 times or more of the 
initially adopted version gives a relatively similar 
result with an increase in the estimated time by 
an order of magnitude. 

4

4,5

5

1 2 3 4 5

Li
fti

ng
 

va
lu

es
ur

fa
ce

, m
m

Adaptation level

To solve the problem of eliminating the excess 
settlement of the foundation slab of the 
Zagorskaya PSHPP-2 using the compensatory 
injection method, it was necessary to conduct a 
numerical study of the influence of various 
technological factors on the amount of surface 
rise in order to establish a functional relationship 
between them. As the main factors affecting the 
amount of lift, one can single out: the volume of 
injection of the solution into one cuff, the depth 
of the cuff at the base and the number of cuffs on 
one vertical. 
A study was carried out on the influence of the 
depth of the collar on the amount of rise of the 
day surface under the foundation slab. It is 
assumed that the foundation slab creates a 
distributed pressure on the base surface of 0.4 
MPa [22], and the surface is lifted along the axis 
of the vertical arrangement of the collars, while 
up to 10 collars, which are tiers of collar 
columns, can be located on one axis. 
The volume of cement slurry injection into each 
collar was selected based on the condition of the 
interstitial bodies closing together, thus, the 
resulting shape of the intrusion bodies located on 
the same vertical axis is similar to the structure 
of a hardened soil pile in a sandy base [23], which 
in the above studies is called a pillar injection. 
To obtain a functional relationship between the 
magnitude of the rise of the day surface and the 
volume of the solution injected into the cuff, as 
well as the depth of the cuffs and their number in 
one injection column, 10 series of calculations 
were carried out with different numbers of cuffs 
on the vertical. In the last calculation, the injection 
was simulated with ten cuffs located in a single 
injection column. In this case, the total rise of the 
surface was 1.17m, while in total, in all 10 cuffs, 
the injection of 66700l (66.7 m3) of cement slurry 
was simulated. The useful volume of the raised 
surface was 37,900 liters or 37.9 m3. For the last 
calculation, Figure 11 shows the pattern of 
displacement isofields in the computational 
domain, and Figure 12 shows the pattern of the 
isofields of principal stresses. 
The generalized results of the calculations 
performed for all injection columns with 

different numbers of cuffs are shown in the graph 
in Figure 13. 
The resulting graph of cumulative lift versus the 
number of cuffs in the column is shown in this 
upper envelope graph. The upper envelope is the 
dependence of the lift of the foundation slab on 
the discharge volume, and the discharge volume 
determines the layout of the collars in the 
discharge column. 

 

Figure 11. Picture of isofields of displacements 
in the computational domain when simulating 

the injection of a solution in ten cuffs 
 

 

Figure 12. Picture of the isofields of the 
principal stresses in the computational domain 
when simulating the injection of a solution into 

ten cuffs in one injection column 
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Figure 13. Graphs of the dependence of the rise 
of the base of the foundation and the useful 

volume on the volume of injection of the 
solution (the numbers indicate the dependence 

curves for individual design cases) 

Using the obtained dependencies, it is possible to 
calculate the total volume that needs to be 
pumped into the cuffs located on the vertical to 
lift the base of the foundation by a given value in 
the range from 0.0 to 1.17m. The volume 
obtained can be used to calculate the useful 
volume. According to the calculated total 
volume, the required number of cuffs in the post 
can be determined. At the same time, the order of 
injection is established starting from the lower 
cuff, discrepancies in the delivery volumes are 
compensated by the lower cuff. 
Based on the data obtained, calculations were 
made to lift the ZAGES-2 foundation slab. A 
scheme was developed for feeding the solution 
into the collar columns using the compensatory 
injection method, in which the required volume 
of the injected solution was 9240.8 m3, the 
arrangement of the collar columns in the plan and 

along the tiers of the subgrade was developed, the 
total number of collar injectors was 74 pcs. 
 
 
CONCLUSIONS 
 
1. Numerical studies to simulate an expanding 
area in the thickness of soil material led to the 
development of a computing program JulyS, 
which allows to recreate the conditions and 
repeat the result of a physical experiment on the 
introduction of cement slurry into a sandy base 
with the goal of obtaining a response in the form 
of a rise in the day surface. The error of the 
obtained result is no more than 3%. 
2. Within the framework of the finite element 
method, a special element has been developed 
that simulates the injection body in the area of 
injection and volume expansion around the 
injection pipe (cuff). The shape of the element is 
taken in the form of a flattened ellipsoid with an 
axis ratio of 1: 2.5, which grows and expands on 
the basis of the "interlayer" elements previously 
built into the grid. 
3. The length of each group of elements of the 
"interlayer" should be selected according to the 
maximum volume of the total injection in the 
area of this "interlayer". 
4. The effectiveness of the numerical experiment 
is controlled by the absence of tensile stresses 
when the nodes are "pulled" to the boundary of 
the sphere and can be adjusted to the individual 
task in the course of refining the shape of the 
spheroid. 
5. It has been proven that the most effective way 
to lift the foundation slab is to create, due to the 
adopted layout of the collars, injection pillars, in 
which injection is carried out in the direction 
from bottom to top. 
6. The functional dependences of the height of 
the foundation slab lift on the depth of the collars 
in the soil layer, their quantity in the injection 
column have been obtained, which makes it 
possible to find the volume of solution injection 
and the layout of the collar columns for a given 
lift value. 
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7. According to the results of numerical 
modeling of the lifting of the Zagorskaya 
PSHPP-2 foundation slab by the compensatory 
injection method, the required volume of the 
injected solution is 9240.8 m3, while the number 
of collar columns distributed over the base area 
is 74 pcs. and the axial distance of the collar holes 
in the collar columns is 3.5m. 
8. In the developed method of modeling the 
process of compensatory injection using the 
example of the Zagorskaya PSHPP-2, the 
injection efficiency is about 38.8%, which 
correlates with the data of field experiments [1]. 
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Abstract. The article discusses ways to solve engineering problems in the study of technological processes using meth-
ods of system analysis. The essence of this method is to study the technology as a cybernetic system with an assessment 
of the" reactions” of this system to external influences formed during an active experiment. At the same time, optimiza-
tion problems are solved analytically. Analytical optimization is based on two main principles. The regression equations 
obtained as a result of processing experimental data and testing statistical hypotheses are models that adequately de-
scribe real processes. Each of these equations is an algebraic function of several variables, to which methods of mathe-
matical analysis are applicable, including the study of extremums of functions in partial derivatives. The next step is to 
develop a process algorithm and develop computer programs that allow you to select the composition and predict the 
properties of the product. As an engineering interpretation, it is possible to construct optimized nomograms that allow 
solving both direct and inverse problems; that is, predicting the result or selecting technological factors. The research 
methods described in the article are implemented in the study of technologies of cellular concrete, foam concrete, ce-
ment-polymer concrete and products made of mineral wool and foam glass. As an example, the article considers the 
optimization of the selection of the composition of fine-grained concrete reinforced with chopped glass fiber. The im-
plementation of the developed method allowed us to determine the optimal value of the determining parameters, includ-
ing the consumption of fiber and plasticizer, as well as to form a method for studying the properties of products. 
 

Keywords: concrete, composite material, technology, glass fiber, dispersed reinforcement, analytical optimization. 
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1. INTRODUCTION 
 
System analysis of technology and process 
modeling are aimed at solving three types of 
problems: development of composition selec-
tion methods; optimization of the composition 
or characteristics of the initial components; op-
timization of parameters that characterize the 
technology as a whole, or individual technologi-
cal processes. 
The object of research in this case is a technologi-
cal process and to describe it, a cybernetic system 
is widely used, called a "black box", which has its 
own input parameters, control actions and outputs. 
Methods for studying technological processes by 
building cybernetic models and optimizing them 
are constantly being enriched and expanded. Im-
plementation of the system analysis of technology 
involves addressing two types of technological 
problems: the development of methods for select-
ing the composition of the material and optimiza-
tion of the technology of this material [1, 2]. 
Certain provisions of the system analysis are 
implemented in the study of recipes and tech-
nologies of building materials for various pur-
poses and various material composition from 
heat-insulating products to heat-insulating and 
structural concrete. Modern realities, in which 
the construction complex is developing, sug-
gest setting new tasks in related areas of re-
search, including utilization of by-products of 
construction materials production and waste 
obtained as a result of demolition of construc-
tion objects [3-5]. 
Dispersed reinforcement with natural, synthetic, 
or mineral fibers can significantly modify the 
properties of the finished product [6-8]. In domes-
tic and foreign practice, sufficient experience has 
been gained in the use of various types of fibers in 
the composition of concretes, building mixes or 

their analogues: steel fibers, fibers based on alkali-
resistant glasses or basalts, polymer, cellulose, 
nanotubes, steel fibers, etc. [9-11] 
The use of these by-products in the manufacture 
of construction products is a science-intensive 
method of recycling waste that appears as a result 
of the demolition of old buildings and structures, 
as well as waste from the production of building 
materials [12-14]. It should be noted here that any 
by-products of the production of mineral binders, 
Portland cement, concrete, or their derivatives 
classified as waste contain a certain percentage of 
clinker minerals. As a result of fine grinding or 
mechanical or mechanochemical activation, this 
component ceases to be an inert filler and begins 
to exhibit astringent properties [15, 16]. 
Fine grinding of mineral components and the 
use of fibers with a diameter of 0.1...6 microns 
allows not only to modify the structure of con-
crete, with an increase in strength characteris-
tics, and, first of all, Flexural strength, but also 
changes the nature of chemical and physico-
chemical processes on the contact surfaces of 
the mineral matrix and fiber with the formation 
of ordered Microsystems qualified as nanostruc-
tures [17-20]. This suggests the emergence of a 
new subclass of building composites. 
The purpose of the research presented in the ar-
ticle was to develop, using the methodology of 
system analysis, elements of the methodology 
for selecting the composition of a dispersed re-
inforced composite material based on fine-
ground concrete scrap waste, mineral binder, 
alkali-resistant glass fiber and plasticizer. 
 
 
2. MATERIALS AND METHODS 
 
The system approach is one of the foundations of 
technological modeling. It consists in dividing 
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is widely used, called a "black box", which has its 
own input parameters, control actions and outputs. 
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poses and various material composition from 
heat-insulating products to heat-insulating and 
structural concrete. Modern realities, in which 
the construction complex is developing, sug-
gest setting new tasks in related areas of re-
search, including utilization of by-products of 
construction materials production and waste 
obtained as a result of demolition of construc-
tion objects [3-5]. 
Dispersed reinforcement with natural, synthetic, 
or mineral fibers can significantly modify the 
properties of the finished product [6-8]. In domes-
tic and foreign practice, sufficient experience has 
been gained in the use of various types of fibers in 
the composition of concretes, building mixes or 

their analogues: steel fibers, fibers based on alkali-
resistant glasses or basalts, polymer, cellulose, 
nanotubes, steel fibers, etc. [9-11] 
The use of these by-products in the manufacture 
of construction products is a science-intensive 
method of recycling waste that appears as a result 
of the demolition of old buildings and structures, 
as well as waste from the production of building 
materials [12-14]. It should be noted here that any 
by-products of the production of mineral binders, 
Portland cement, concrete, or their derivatives 
classified as waste contain a certain percentage of 
clinker minerals. As a result of fine grinding or 
mechanical or mechanochemical activation, this 
component ceases to be an inert filler and begins 
to exhibit astringent properties [15, 16]. 
Fine grinding of mineral components and the 
use of fibers with a diameter of 0.1...6 microns 
allows not only to modify the structure of con-
crete, with an increase in strength characteris-
tics, and, first of all, Flexural strength, but also 
changes the nature of chemical and physico-
chemical processes on the contact surfaces of 
the mineral matrix and fiber with the formation 
of ordered Microsystems qualified as nanostruc-
tures [17-20]. This suggests the emergence of a 
new subclass of building composites. 
The purpose of the research presented in the ar-
ticle was to develop, using the methodology of 
system analysis, elements of the methodology 
for selecting the composition of a dispersed re-
inforced composite material based on fine-
ground concrete scrap waste, mineral binder, 
alkali-resistant glass fiber and plasticizer. 
 
 
2. MATERIALS AND METHODS 
 
The system approach is one of the foundations of 
technological modeling. It consists in dividing 

the entire technological process into separate 
blocks that are adequate for technological pro-
cessing; studying the functioning of each block 
separately; establishing the relationship between 
individual blocks and building a General scheme 
of the process as a set of blocks and links be-
tween them. The basis for the study is modeling, 
which can be carried out using both statistical 
methods (discussed above) and deterministic and 
conceptual (logical) models [21, 22]. 
 

Figure 1. Technology as a cybernetic system 

The "black box" (figure 1) can cover the technolo-
gy as a whole. This technique is widely used when 
building models based on a "passive" experiment, 
when conclusions are drawn from observations and 
collecting statistical information. The "black box" 
can cover a separate technological conversion, that 
is, a separate process: selection of the composition, 
preparation of the mixture, molding, and heat 
treatment. The technology model, in this case, is 
obtained from individual bricks-blocks. The con-
nection between individual" blocks "of technology 
is made through factors that are" outputs "for one 
block and" inputs” for another. This technique, 
which is widely used in the analysis of nonlinear 
technological processes, does not exclude the use 
of techniques used in the first method. 
The cybernetic model, which is based on a 
flowchart, is a legitimate basis for conducting 
an experiment, further processing the results, 
and building its mathematical (statistical) mod-
el. A mathematical model of a separate techno-
logical process is formed from a set of polyno-
mials describing individual fragments of this 
process. 

If the "black box" covered the technology as a 
whole, the experiment covers dozens of factors. 
First, we consider the entire set of factors "in-
volved" in the process of creating the material. 
Using special techniques, the most significant 
factors are identified, and then all the problems 
of technology optimization and simulation solu-
tions are implemented based on the variation of 
significant factors. 
The obtained regression equations are checked 
for all statistical hypotheses and the models ' 
adequacy is checked by the Fisher criterion. As 
a result of statistical checks, only significant 
factors are left out as a result of comparison 

bj), and as a result 
of checking by the Fisher criterion, a conclusion 
is made about the adequacy (or inadequacy) of 
the obtained models. 
Evaluation of the influence of each factor on the 
result is carried out by the value and sign of the 
coefficient facing the factor (its linear value or 
quadratic function) or their pair interaction. It 
should be noted that the experiment is per-
formed in the encoded values of factors (re-
duced to the interval [-1, +1]. 
Interpolation of the results consists in calculat-
ing the strength and average density of the ma-
terial depending on the values of the variable 
factors and is carried out by implementing 
computer programs. This program includes the 
following blocks: input data (values of factors 
in real terms), a block coding factors, calcula-
tion block, the output results on the display. 
Testing of statistical hypotheses, modeling, 
processing and optimization of results was car-
ried out in accordance with the methods of 
processing the results of the experiment. 
The equations are optimized using an analytical 
method. Which is based on the following provi-
sions: the obtained regression equations ade-
quately describe the technological process under 
study; each equation is an algebraic function of 
several variables (by the number of significant 
variable factors) and mathematical analysis 
methods are used to study this function. The ex-
perimental conditions are shown in table 1. 
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Table 1. The intervals of variation of factors 

 

Name of the factor Symbol 
Xi 

Average val-
ue of  the fac-
tor, Xi 

The range of 
variation, 

i 

The values of 
the factor levels 

-1 +1 
Consumption of Portland cement, 
kg / m3 

X1 450 50 400 500 

The consumption of plasticizer, % X2 0.6 0.2  0.4 0.8 
Consumption of fine filler, kg / 
m3 

X3 650 50 600 700 

Consumption of the reinforcing 
component, % 

X4 1 0.5 0.5 1.5 

 
 

The costs of cement, fine filler, plasticizer, and 
reinforcing component are taken as variable fac-
tors. The water flow rate is set in accordance 
with the required level of mobility of the mix-
ture and is a dependent factor. The response 
function taken the strength of concrete in com-
pression ( 1) and its average density ( 2). 
As the parameter optimization in the third stage 
of the experiment adopted the coefficient of 
structural quality concrete (CCQ), equal to the 
ratio of compressive strength of concrete ( 1) to 
its average density ( 2): 
 

CCQ = ( 1)/ ( 2) 
 
 

3. RESULTS 
 
Mathematical processing of the experimental 
results allowed us to obtain regression equations 
for compressive strength ( 1) and average den-
sity ( 2). The following mathematical models 
(polynomials): 
- for compressive strength 
 

1= 39.7 +3.9 1+1.7 2+1.9 3 +2.2 4 + 
1.5 1 3 +1.2 1 4 –1.1 22 –1.2 42 

 
- for medium density: 
 

2 = 1960 + 52 1 + 24 2 + 33 3 + 13 4 + 
11 1 3 – 6 22 – 4 42 

The significance of the coefficient was checked 
by confidence intervals, respectively, the confi-
dence interval for the density was b1 = 0.8 
MPa, and for the average density b2 =3 kg/ m3. 
The obtained models are checked for adequacy 
by the Fisher criterion. The calculated values 
of the Fischer criteria are equal for the average 
density model F1=15.2 and for the compressive 
strength model F2=15.7. Table of criteria val-
ues, respectively, equal to the 19.2 and 19.3. 
The calculated value of F-test does not exceed 
the table, and with the appropriate confidence 
level (98 %) model can be considered ade-
quate. This fact will be taken into account in 
the analytical optimization of mathematical 
models. 
Analysis of the coefficients of the equation 1 
= f1(X1, 2, X3, X4) shows that the strength 
increases with increasing expenditure of Port-
land cement, sand and screening in the inter-
vals taken in the experiment (positive coeffi-
cients for X1, X2, X3, X4). When the polymer 
costs increase, first there is an increase in 
strength, and then at high costs – there is a 
decrease (coefficients at X2 and X22). This 
suggests that the function 1 = f1(X1, 2, X3) 
has a local extreme over X4, and analytical 
optimization can be applied. 
Analysis of the coefficients of the equation 2 = 
f2(X1, 2, X3, X4) shows that the greatest influ-
ence on the increase in concrete density is ex-
erted by an increase in the consumption of Port-
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ues, respectively, equal to the 19.2 and 19.3. 
The calculated value of F-test does not exceed 
the table, and with the appropriate confidence 
level (98 %) model can be considered ade-
quate. This fact will be taken into account in 
the analytical optimization of mathematical 
models. 
Analysis of the coefficients of the equation 1 
= f1(X1, 2, X3, X4) shows that the strength 
increases with increasing expenditure of Port-
land cement, sand and screening in the inter-
vals taken in the experiment (positive coeffi-
cients for X1, X2, X3, X4). When the polymer 
costs increase, first there is an increase in 
strength, and then at high costs – there is a 
decrease (coefficients at X2 and X22). This 
suggests that the function 1 = f1(X1, 2, X3) 
has a local extreme over X4, and analytical 
optimization can be applied. 
Analysis of the coefficients of the equation 2 = 
f2(X1, 2, X3, X4) shows that the greatest influ-
ence on the increase in concrete density is ex-
erted by an increase in the consumption of Port-

land cement and fine-ground filler (coefficients 
at X1 and X3). Increasing the consumption of the 
plasticizer and the reinforcing component in-
creases the density: at first, intensive, and at 
high costs – insignificant. 
Analytical optimization is based on the fact that 
the functions for strength and density 1 = 
f1(X1, X2, X3, X4) and 2 = f2(X1, X2, X3, X4) 
are mathematical and mathematical analysis 
methods can be applied to them, provided that 
the adequacy condition is not violated. In this 
case, the following scheme is adopted: 
- The equation 1 = f1(X1, 2, X3, X4) is differ-
entiated by 2 and equated to zero, determining 
the extreme of the function 1 by 2; 
- the equation 1 = f1(X1, 2, X3, X4) is differ-
entiated by X4 and equated to zero, determining 
the extreme of the function 1 by X4; 
- solve the functions 1 = f1(X1, 2, X3, X4) and 

2 = f2(X1, 2, X3, X4) with optimized values 2 
and X4 ( 2 = opt2 and X4 = opt4), then perform 
local optimization. 
  
 
4. DISCUSSIONS 
 
Analysis of the polynomial describing the rela-
tionship between compressive strength and vari-
able factors shows that this function (which is 
essentially a function of several variables) for 
two of these variables, namely, the flow rate of 
the plasticizer ( 2) and the flow rate of the rein-
forcing component (X4), has local extremes. 
Therefore, we can use the mathematical appa-
ratus of analytical local optimization. 
At the first stage, we perform analytical optimi-
zation based on the X4 factor. 
 

1
4 4

4

2.22.2 2.4 0 0.92
2.4

 

 
We solve the basic equations for X4 = 0.92 
-for compressive strength 
 

1= 40.7 +3.9 1+1.7 2+1.9 3 +1.5 1 3 
+1.1 1 –1.1 22 

           

- For average density: 
 

2 = 1969 + 52 1 + 24 2 + 33 3 + 11 1 3 – 
6 22 

 
In natural values, the consumption of chopped 
glass fiber is determined by decoding:                   

gv = 1 + 0.5×0.92 = 1.46%. 
Interpolation solutions for the entire range of 
changes in factors X1, X2, and X3 can be repre-
sented graphically (Fig. 2). 
 

 
 

 

 
b 

Figure 2. Graphical interpretation of the 
response functions optimized for the consump-
tion of the reinforcing component (consumption 

is Cgv = 1.46%): a – dependence of the con-
crete strength on variable factors; b – depend-

ence of the average concrete density on variable 
factors: I – 40 MPa; II – 35 MPa; III – 30 MPa; 
IV – 25 MPa; 1 – 2000 kg/m3; 2 – 1950 kg/m3; 3 
– 1900 kg/m3; 4 – 1850 kg/m3; 5 – 1800 kg/m3 
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At the second stage, we perform analytical op-
timization based on the X2 factor 
 

1
2 2

2

1.71.7 2.2 0 0.77
2.2

 

 
We solve the equations already optimized for X4 
at 2 = 0.77 
- For compressive strength 
 
 1= 41.9 +3.9 1 1.9 3 +1.5 1 3   
            
- For medium density: 
 
 2 = 1984 + 52 1 + 33 3 + 11 1 3     
 
In natural values, the consumption of chopped 
glass fiber is determined by decoding:                          

gv = 0.6 + 0.2×0.77 = 0.75% 
4) Form an analytical expression for the coeffi-
cient of structural quality of concrete (CCQ): 
 

1 3 1 31

2 1 3 1 3

41.9 3.9 1.9 1.5
1984 52 33 11

CCQ

[ P 3/ g] 
 
A graphical interpretation of the resulting equa-
tion is shown in Fig. 3 
 

 
 

Figure 3. Dependence of the Coefficient of con-
structive quality on the consumption of fine-
ground mineral filler and the consumption of
Portland cement, taking into account the opti-

mization of plasticizer consumption and the 
consumption of reinforcing fiber, kg / m3: 1 – 

500; 2 – 450; 3 – 400 

Analyzing the graph of the dependence of the 
coefficient of structural quality (CCQ) on Port-
land cement and the consumption of mineral 
filler obtained by fine grinding of concrete 
scrap, we can state the following. First, it is an 
obvious fact that when the optimal values of 
plasticizer consumption (3.42 ± 0.2 kg/m3) and 
the consumption of reinforcing fiber (1.44 ± 
0.1%) are obtained analytically, the CCQ in-
creases with the increase in the consumption of 
Portland cement. Second, it was found that in 
the intervals of variation of the factor provided 
for by the experimental conditions (table. 1) 
there is a tendency for additional CCQ growth 
with increasing filler costs. This may well be 
explained by its hydraulic activity, but requires 
additional research. 
Using the methods of system analysis and the 
approach to technology as a cybernetic system 
allows you to create a mathematical model of 
the technology as a whole, or its individual 
blocks. In particular, to develop methods for 
selecting the composition and predicting the 
properties of the product. It is also important to 
be able to obtain information on the direction 
and significance of the influence of factors or 
pair interactions on the result (by the sign and 
absolute value of the coefficient or pair interac-
tion. 
Analysis of regression equations also provides 
information on the possible appearance of a 
synergistic or antagonistic joint influence of a 
group of factors on the result (coefficients for 
paired or triple interactions). Here it is neces-
sary to emphasize that only the fact of interac-
tion can be registered, since the factors in the 
equations are represented in encoded form. To 
estimate the amount of influence, the equations 
must be converted to the natural values of the 
factors. 
The results of studies of technological processes 
using system analysis methods are also consid-
ered as a basis for further research with the solu-
tion of problems of materials science, heat and 
mass transfer in materials, and the study of 
phase transformations in the process of techno-
logical processing. 
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paired or triple interactions). Here it is neces-
sary to emphasize that only the fact of interac-
tion can be registered, since the factors in the 
equations are represented in encoded form. To 
estimate the amount of influence, the equations 
must be converted to the natural values of the 
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using system analysis methods are also consid-
ered as a basis for further research with the solu-
tion of problems of materials science, heat and 
mass transfer in materials, and the study of 
phase transformations in the process of techno-
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5. CONCLUSION 
 
As a result of the research, elements of the 
methodology for selecting the composition of a 
dispersed reinforced composite material based 
on fine-ground concrete scrap waste, mineral 
binder, alkali-resistant glass fiber and plasticizer 
were developed. The research was based on the 
method of system analysis, the essence of which 
was to study technology as a cybernetic system 
with an assessment of the" reactions” of this 
system to external influences formed during an 
active experiment. At the same time, the solu-
tion of optimization problems was carried out 
within the framework of the General methodol-
ogy of analytical optimization. 
The research methods described in the article 
were previously implemented in the study of 
technologies for cellular concrete, foam con-
crete, cement-polymer concrete, and products 
made of mineral wool and foam glass. As an 
example, the article considers the optimization 
of the selection of the composition of fine-
grained concrete reinforced with chopped glass 
fiber. 
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DERIVATION OF THE EQUATION OF UNSTEADY-STATE 
MOISTURE BEHAVIOUR IN THE ENCLOSING STRUCTURES 

OF BUILDINGS USING A DISCRETE-CONTINUOUS APPROACH 

Kirill P. Zubarev 1, 2, 3 
1 National Research Moscow State University of Civil Engineering, Moscow, RUSSIA 

2 Research Institute of Building Physics of Russian Academy of Architecture and Construction Sciences, Moscow, 
RUSSIA. 

3 Peoples' Friendship University of Russia (RUDN University), Moscow, RUSSIA. 

Abstract: Two differential equations of moisture transfer based on the theory of moisture potential have been 
considered. The first equation includes the record of moisture transfer mechanisms of  vapor and liquid phases and their 
relationship. The second equation is a simplified form of the first equation which makes it possible to apply a discrete-
continuous approach. The peculiar properties of the boundary conditions setting of the outside air for temperature and 
humidity fields have been presented. It is proved that the use of the discrete-continuous method provides high accuracy 
of calculations and can be used in engineering practice to assess the unsteady humidity regime of enclosing structures. 

Keywords: moisture regime, discrete-continuous approach, moisture transfer equation. 
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1. INTRODUCTION 
 
Heat and moisture transfer in enclosing structures 
is one of the most complicated and pending issues 
in construction [1,2]. The main feature of the 
problem mentioned is that the processes of 
moisture transfer are non-stationary [3]. The 

assessment of the moisture state of building 
materials by stationary methods can lead to 
serious errors in the design of buildings and 
structures [4]. 
Experimental studies of heat and mass transfer 
problems are constantly being carried out by 
scientists from all over the world [5,6] in various 
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branches of technology. As an example, we can 
mention the problem of drying wood. In 
construction, new architectural and designer 
solutions have a great influence on the choice of 
enclosing structures [7,8]. 
The humidity regime affects energy saving, 
thermal protection of buildings, as well as the 
durability of the enclosing structures [9,10]. The 
moisture regime assessment is accentuated by the 
fact that moisture can be in different relationship 
with the skeleton of the building material and 
different aggregate states. 
The earliest notions about the calculation of  
building enclosure moisture state were based on 
the differential equation for the water vapor 
transfer [11]. Subsequently, it was found that 
water vapor is not the only moisture transfer 
potential. In the pores of building materials, some 
processes, such as capillary fluid flow, moisture 
transfer under the temperature and air filtration, 
and the mutual influence of temperature and 
humidity fields occur. [12] 
In after years, the researchers worked with a 
system of differential equations describing various 
transfer potentials. However, back in the XX 
century V.N. Bogoslovsky created the function of 
the moisture potential that makes it possible to 
replace several separate transfer potentials with 
one single moisture potential, which greatly 
simplified the work with mathematical models of 
the moisture regime. At present, a large number of 
moisture or mass transfer potentials have been 
developed, for instance, the Bogoslovsky 
potential, the Lykov potential, the L. Pel potential, 
the H.M. Kunzel, etc [13]. 
There are diverse regulations governing the 
assessment of the moisture state of building 
envelopes all over the world. In Europe it is 
customary to assess the humidity regime using the 
WUFI computer program. In the Russian 
Federation the Set of Rules 50.13330.2012 
“Thermal protection of buildings”, which also 
contains a section called “Protection against water 
logging of enclosing structures”, is applied. This 
regulatory document is based on the theory of 
moisture potential by V.G. Gagarin and V.V. 
Kozlov [14]. According to the Set of Rules 

50.13330.2012 "Thermal protection of buildings", 
the problem of stationary moisture transfer under 
the moisture potential F, which uniformly takes 
into account the movement of vaporous and liquid 
moisture, is considered [15]: 
 

( , )( ) 0.w tF                    (1) 

 
where F – moisture potential, Pa;  – vapor 
permeability coefficient, kg/(m s Pa); w – material 
moisture , % by weight (1 kg/kg = 100 % by 
weight), t  – temperature, C; x – coordinate, m. 
Nevertheless, creating formulas and methods 
that allow us to assess the unsteady humidity 
regime without applying numerical methods 
remains relevant.  
In this regard, the most promising areas of 
research are discrete-continuous calculation 
methods, which are used in various construction 
problems [16,17].  
The closest to moisture transfer is the heat 
transfer problem.  
In a discrete-continuous formulation, the heat 
equation was studied by Zolotov A.B., Akimov 
P.A., Sidorov V.N., Mozgaleva M.L. and S.M. 
Matskevich [18-22]. 
 
 
2. THE PROBLEM 
 
Derive the equation of unsteady moisture 
transfer using the discrete-continuous approach 
and evaluate its efficiency in comparison with 
the finite difference method. 
 
 
3. MATERIALS AND METHODS 
 
In earlier studies, a differential moisture transfer 
equation was derived based on the moisture 
potential F [15]: 
 

2

2( , ) ( )( , ) ( , ) .tF w t E t
wF w tt F          (2) 
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Derivation of the Equation of Unsteady-State Moisture Behaviour in the Enclosing Structures of Buildings Using
a Discrete-Continuous Approach

where tE  – saturated water vapor pressure, Pa;  
– time, s; x – coordinate, m, F  – material heat-
humidity characteristic coefficient, m2/(s Pa). 
However, it is impossible to apply a discrete-
continuous method to the equation (2), since the 
coefficient F  depends on the mass moisture 
content of the material and temperature. This 
means that in discretization of the space-time 
domain the coefficient F  will have a different 
value at any point in space, as well as at any 
time.
To simplify the equation (2), it is proposed to 
replace the material heat-humidity characteristic 
coefficient F  with the average material heat-
humidity characteristic coefficient 0F . 
Thus, the equation (2) will be represented as: 
 

2

2( )( , ) ( , ) .tF E t
w t w tF F           (3) 

 
Since moisture transfer processes in the 
building materials are by four orders of 
magnitude slower than heat transfer processes, 
it was proposed that the outdoor air 
temperature outside the structure will be 
constant for a month (Figure 1) and the 
humidity potential outside the building 
enclosure will have the form of a piecewise 
linear function (Figure 2).  
Inside the structure, both the temperature and 
the humidity potentials were taken constant 
throughout the year. 
 

 
Figure 1. Boundary conditions for the 

temperature field outside the structure for 
Moscow (Russian Federation) 

 

 
Figure 2. Boundary conditions for the field of 

moisture potential outside the structure for 
Moscow (Russian Federation) 

 
Thus, the saturated water vapor pressure in the 
equation (3) will depend on the coordinate but 
not on the time during the calculated month. 
Setting the boundary conditions of moisture 
exchange of the third kind for the equation (3) 
and applying the discrete-continuous approach, 
we obtain a system of equations in matrix form 
which represents the Cauchy problem and has 
an analytical solution in matrices: 
 

'         
0 ,0      

.tF E A F S
F x l

                 (4) 

 
where tE  – a matrix of the saturated water 
vapour pressure; A  – a matrix of coefficients; 
F  – a matrix of initial distribution of moisture 
potential;  S  – a matrix of boundary conditions; 

'F  – a matrix of derivatives to the moisture 
potential in different sections of the considered 
area. 
The solution of the Cauchy problem (4) can 
written as the equation: 
 

(
0

)

0

( ( ) ) .t tE A E Ae S d eF F         (5) 

 
The integral in the equation (5) will depend on 
the function of the boundary conditions. 
To take the integral, we represent the matrix of 
the boundary conditions as the following an 
expression: 
 

 .LS p B                            (6) 
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where p  – the coefficient of the external 
boundary condition for a building enclosing 
structure, Pa/s2; B  – a column vector, the first 
and last elements of which describe the 
boundary conditions on the outer and inner 
surfaces of the enclosing structure, other 
elements are equal to 0 for a multi-layer 
enclosing structure; L  – a column vector, the 
first element of which is equal to one, other 
elements are equal to 0 for a building enclosing 
structure. 
Substituting (6) into (5), we can obtain the final 
expression for the moisture potential using the 
discrete-continuous approach: 
 

2 1 2 .tE A
t t tF p E A e E A E A

1
0.t tE A E A

tL E A e         (7) 
 
As the equation (7) is a numerical-analytical 
formula and it does not require numerical 
calculations, it can be used in engineering 
calculation methods.
 
 
4. RESULTS AND DISCUSSION 
 
Replacing the coefficient ( , )F w t  in the 
equation (2) with the coefficient F  in the 
equation (3) leads to the simplification of the 
mathematical model of heat-moisture transfer. 
To prove the effectiveness of the proposed new 
discrete-continuous formula (7), the results of 
the non-stationary moisture regime calculations 
using the finite difference method according to 
an explicit difference scheme by the equation 
(2) and by the analytical expression (7) were 
compared. 
A comparison of moisture distribution in the 
enclosing structure of aerated concrete in  
Moscow (the Russian Federation) made by the 
thickness of the enclosing structure (Figure 3) 
and by the time throughout the year is 
demonstrated (Figure 4). 
 

 
Figure 3. The results of the moisture regime 

calculations for a single-layer enclosing structure 
made of aerated concrete by its thickness (1 - 
solving the non-stationary moisture transfer 

equation by the finite difference method according 
to an explicit difference scheme; 2 - solving the 

non-stationary moisture transfer equation using a 
discrete-continuous approach according to the 

formula (7)) 
 

 
Figure 4. The results of the average moisture 

content calculations for a single-layer enclosing 
structure made of aerated concrete throughout a 

year (1 - solving the non-stationary moisture 
transfer equation by the finite difference method 
according to an explicit difference scheme; 2 - 
solving the non-stationary moisture transfer 

equation using the discrete-continuous approach 
according to formula (7)) 

 
As can be seen from the graphs, the solution 
of the moisture transfer equation according to 
the proposed method both quantitatively and 
qualitatively coincides with the solution of the 
moisture transfer equation according to the 
finite difference method. However, the 
discrete-continuous approach is carried out 
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As the equation (7) is a numerical-analytical 
formula and it does not require numerical 
calculations, it can be used in engineering 
calculation methods.
 
 
4. RESULTS AND DISCUSSION 
 
Replacing the coefficient ( , )F w t  in the 
equation (2) with the coefficient F  in the 
equation (3) leads to the simplification of the 
mathematical model of heat-moisture transfer. 
To prove the effectiveness of the proposed new 
discrete-continuous formula (7), the results of 
the non-stationary moisture regime calculations 
using the finite difference method according to 
an explicit difference scheme by the equation 
(2) and by the analytical expression (7) were 
compared. 
A comparison of moisture distribution in the 
enclosing structure of aerated concrete in  
Moscow (the Russian Federation) made by the 
thickness of the enclosing structure (Figure 3) 
and by the time throughout the year is 
demonstrated (Figure 4). 
 

 
Figure 3. The results of the moisture regime 

calculations for a single-layer enclosing structure 
made of aerated concrete by its thickness (1 - 
solving the non-stationary moisture transfer 

equation by the finite difference method according 
to an explicit difference scheme; 2 - solving the 

non-stationary moisture transfer equation using a 
discrete-continuous approach according to the 

formula (7)) 
 

 
Figure 4. The results of the average moisture 

content calculations for a single-layer enclosing 
structure made of aerated concrete throughout a 

year (1 - solving the non-stationary moisture 
transfer equation by the finite difference method 
according to an explicit difference scheme; 2 - 
solving the non-stationary moisture transfer 

equation using the discrete-continuous approach 
according to formula (7)) 

 
As can be seen from the graphs, the solution 
of the moisture transfer equation according to 
the proposed method both quantitatively and 
qualitatively coincides with the solution of the 
moisture transfer equation according to the 
finite difference method. However, the 
discrete-continuous approach is carried out 

Derivation of the Equation of Unsteady-State Moisture Behaviour in the Enclosing Structures of Buildings Using
a Discrete-Continuous Approach

according to the final formula, which 
simplifies the calculation. 
 
 
5. CONCLUSIONS 
 
The discrete-continuous approach enables us to 
propose a new efficient method for assessing the 
unsteady humidity regime which can be used by 
engineers in the design of enclosing structures. 
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NUMERICAL STUDY OF THE PUNCHING SHEAR MECHANISM 
FOR THIN AND THICK REINFORCED CONCRETE SLABS 
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Abstract: The assessment of the punching shear capacity for reinforced concrete slabs, carried out according to the reg-
ulatory documents of a number of countries, leads to significantly various results. At the same time, the results of the 
calculated forecast may have great differences from the experimental data. A great influence on the accuracy of the results 
of the calculated forecast is exerted by the thickness of the examined slabs, as well as the value of longitudinal reinforce-
ment. These parameters determine the features of the mechanisms of destruction of slabs in case of the punching shear 
mechanism, as indicated by individual interpretations of the results of experimental studies. In order to determine the 
features of the punching shear mechanism of reinforced concrete slabs of various thicknesses, numerical studies of the 
process of cracking and destruction of slabs of different thicknesses have been performed. Differences in the mechanism 
of formation and development of cracks in thin and thick slabs are revealed. The paper shows that the behavior of thin 
and thick slabs has qualitative distinctions at the initial stages of formation and development of the cracks leading to 
destruction. The authors have also shown the difference between stress-strain state of thick and thin slabs before destruc-
tion. In conclusion, it was established that the influence of longitudinal reinforcement on the strength during punching in 
thick slabs is much less than in thin ones. 
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1. INTRODUCTION 
 
One of the most actual problems in the bearing 
capacity of reinforced concrete slabs according 
to the punching shear criterion is the issue of the 
behavior of slabs with longitudinal reinforce-
ment. The prediction of the punching shear ca-
pacity based of reinforced concrete slabs with 
longitudinal reinforcement and without trans-
verse reinforcement in the support zone is carried 
out using the basic formulas, which, as a rule, do 
not take consider the features of the failure of thin 
and thick slabs. The methods accepted in codes 
of number of countries have some differences, 
some one of which is very significant. Thus, the 
norms of the European Union EN 1992-1-1 Eu-
rocode 2 [1] (hereinafter EC2) and in fib Model 
Code 2010 [2] (hereinafter MC2010) provide 

accounting the longitudinal reinforcement of the 
stretched zone but according to various methods. 
The building code of the Russian Federation [3] 
(SP 63.13330.2018) does not take into account 
the work of longitudinal tensile reinforcement 
when calculating the punching shear capacity of 
the slab. Such significant deviations in the stand-
ardization of the punching shear design led to sig-
nificant differences in the forecast of the bearing 
capacity. Experimental investigations on the be-
havior of slabs of various thicknesses have also 
established the differences between the actual 
level of capacity and the forecast one for various 
standards. Table 1 shows the analysis of various 
regulatory approaches based on experimental re-
search data which were previously presented in 
the work [4]. 

 
Table 1 

Specimen B, 
m 

h0, 
m 

rg, 
m 

 
% 

fc, 
MPa 

fy, 
MPa 

Vex, 
kN 

(100%) 

VRd,c 
(EC2), 
kN/% 

VRd,c 
), 

kN/% 

Fb,ult 
(SP 63.1330), 

kN /% 
1 2 3 4 5 6 7 8 9 10 11 

PG1 [5] 3 0.21 1.5 1.5 27.6 573 1023 950/7.1 841/17.8 947.5/7.4 
PG2 [5] 3 0.21 1.5 0.25 40.5 552 440 594/-35.0 420/4.5 1263.36/-187.1 
PG3 [5] 6 0.456 2.85 0.33 32.4 520 2153 2340/-8.7 1730/19.6 4806.6/-123.3 
PG4 [5] 3 0.21 1.5 0.25 32.2 541 408 550/-34.8 344/15.7 1066/-161.3 
PG5 [5] 3 0.21 1.5 0.33 29.3 555 550 583/-6.0 455/17.3 987/-79.5 
PG7 [5] 1.5 0.1 0.75 0.75 34.7 550 241 189/21.6 197/18.3 257.6/-6.9 
PG8 [5] 1.5 0.117 0.75 0.28 34.7 525 140 178/-27.1 137/2.1 323.7/-131.2 
PG9 [5] 1.5 0.117 0.75 0.22 34.7 525 115 165/-43.5 109/5.2 323.7/-181.5 

PG10 [5] 3 0.21 1.5 0.33 28.5 577 540 577/-6.9 454/15.9 987/-82.8 
PG11 [5] 3 0.21 1.5 0.75 31.5 570 763 788/-3.3 682/10.6 1066/-39.7 
PV1 [6] 3.0 210 1.38 1.5 34.0 709 974 1019/-4.6 792/18.7 1105.4/-13.5 
PL4 [6] 3.0 267 1.38 1.58 30.5 531 1625 1538/5.4 1191/26.7 1685.5/-3.7 
PL5 [6] 3.0 353 1.38 1.5 31.9 580 2491 2505/-0.6 2255/9.5 3023.2/-21.4 

-4 [7] 1.98 360 0.79 1.06 29.6 385 1670 1804/-8.0 1830/-9.6 1822/-9.1 
-5 [7] 2.34 460 0.97 0.83 27.9 385 2260 2189/3.1 2431/-7.6 2599/-15.0 
-6 [7] 2.68 550 1.14 0.89 23.7 432 2450 2265/7.6 3368/-37.5 3152/-28.7 

P300 [8] 1.975 300 0.89 0.76 39.4 468 1381 1392/-0.8 1220/11.7 1860/-34.7 
P400 [8] 1.975 400 0.89 0.76 39.4 468 2224 2377/-6.9 2442/-9.8 3472/-56.1 
P500 [8] 1.975 500 0.89 0.76 39.4 433 2681 3414/-27.3 3919/-46.2 4960/-85.0 

h100 [9] 0.6 0.076 0.25 0.66 15 500 133.3 80/40.0 84/37.0 71.2/46.6 
h120 [9] 0.6 0.096 0.25 0.52 15 500 161 110/31.7 121/24.8 101/37.3 

Note: the designations in Table 1 are adopted in accordance with EN2 [1] and MC2010 [2]. % were determined 
by the following formula: (Vex - VRd,c) / Vex 
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1. INTRODUCTION 
 
One of the most actual problems in the bearing 
capacity of reinforced concrete slabs according 
to the punching shear criterion is the issue of the 
behavior of slabs with longitudinal reinforce-
ment. The prediction of the punching shear ca-
pacity based of reinforced concrete slabs with 
longitudinal reinforcement and without trans-
verse reinforcement in the support zone is carried 
out using the basic formulas, which, as a rule, do 
not take consider the features of the failure of thin 
and thick slabs. The methods accepted in codes 
of number of countries have some differences, 
some one of which is very significant. Thus, the 
norms of the European Union EN 1992-1-1 Eu-
rocode 2 [1] (hereinafter EC2) and in fib Model 
Code 2010 [2] (hereinafter MC2010) provide 

accounting the longitudinal reinforcement of the 
stretched zone but according to various methods. 
The building code of the Russian Federation [3] 
(SP 63.13330.2018) does not take into account 
the work of longitudinal tensile reinforcement 
when calculating the punching shear capacity of 
the slab. Such significant deviations in the stand-
ardization of the punching shear design led to sig-
nificant differences in the forecast of the bearing 
capacity. Experimental investigations on the be-
havior of slabs of various thicknesses have also 
established the differences between the actual 
level of capacity and the forecast one for various 
standards. Table 1 shows the analysis of various 
regulatory approaches based on experimental re-
search data which were previously presented in 
the work [4]. 

 
Table 1 

Specimen B, 
m 

h0, 
m 

rg, 
m 

 
% 

fc, 
MPa 

fy, 
MPa 

Vex, 
kN 

(100%) 

VRd,c 
(EC2), 
kN/% 

VRd,c 
), 

kN/% 

Fb,ult 
(SP 63.1330), 

kN /% 
1 2 3 4 5 6 7 8 9 10 11 

PG1 [5] 3 0.21 1.5 1.5 27.6 573 1023 950/7.1 841/17.8 947.5/7.4 
PG2 [5] 3 0.21 1.5 0.25 40.5 552 440 594/-35.0 420/4.5 1263.36/-187.1 
PG3 [5] 6 0.456 2.85 0.33 32.4 520 2153 2340/-8.7 1730/19.6 4806.6/-123.3 
PG4 [5] 3 0.21 1.5 0.25 32.2 541 408 550/-34.8 344/15.7 1066/-161.3 
PG5 [5] 3 0.21 1.5 0.33 29.3 555 550 583/-6.0 455/17.3 987/-79.5 
PG7 [5] 1.5 0.1 0.75 0.75 34.7 550 241 189/21.6 197/18.3 257.6/-6.9 
PG8 [5] 1.5 0.117 0.75 0.28 34.7 525 140 178/-27.1 137/2.1 323.7/-131.2 
PG9 [5] 1.5 0.117 0.75 0.22 34.7 525 115 165/-43.5 109/5.2 323.7/-181.5 

PG10 [5] 3 0.21 1.5 0.33 28.5 577 540 577/-6.9 454/15.9 987/-82.8 
PG11 [5] 3 0.21 1.5 0.75 31.5 570 763 788/-3.3 682/10.6 1066/-39.7 
PV1 [6] 3.0 210 1.38 1.5 34.0 709 974 1019/-4.6 792/18.7 1105.4/-13.5 
PL4 [6] 3.0 267 1.38 1.58 30.5 531 1625 1538/5.4 1191/26.7 1685.5/-3.7 
PL5 [6] 3.0 353 1.38 1.5 31.9 580 2491 2505/-0.6 2255/9.5 3023.2/-21.4 

-4 [7] 1.98 360 0.79 1.06 29.6 385 1670 1804/-8.0 1830/-9.6 1822/-9.1 
-5 [7] 2.34 460 0.97 0.83 27.9 385 2260 2189/3.1 2431/-7.6 2599/-15.0 
-6 [7] 2.68 550 1.14 0.89 23.7 432 2450 2265/7.6 3368/-37.5 3152/-28.7 

P300 [8] 1.975 300 0.89 0.76 39.4 468 1381 1392/-0.8 1220/11.7 1860/-34.7 
P400 [8] 1.975 400 0.89 0.76 39.4 468 2224 2377/-6.9 2442/-9.8 3472/-56.1 
P500 [8] 1.975 500 0.89 0.76 39.4 433 2681 3414/-27.3 3919/-46.2 4960/-85.0 

h100 [9] 0.6 0.076 0.25 0.66 15 500 133.3 80/40.0 84/37.0 71.2/46.6 
h120 [9] 0.6 0.096 0.25 0.52 15 500 161 110/31.7 121/24.8 101/37.3 

Note: the designations in Table 1 are adopted in accordance with EN2 [1] and MC2010 [2]. % were determined 
by the following formula: (Vex - VRd,c) / Vex 

 

Comparative analysis of the results of the norma-
tive forecast of the bearing capacity with the data 
of experimental studies shows: 
- taking into account the longitudinal reinforce-
ment in the normative forecast of the capacity of 
the slabs according to the punching shear crite-
rion provides a better correlation with the results 
of experimental studies; 

- the value of the increase in the bearing capacity 
does not have a linear correlation with the in-
crease in the thickness of the slab. 
Table 2 presents changes in the value of the slab 
capacity due to the change in the thickness for 
slabs of medium and large thickness. 

 
Table 2  

No Investigation Specimen h0, 
mm 

h0, 
% 

Vex, 
kN 

Vex, 
% 

h0, 
% 

Vex, 
% 

1 2 3 4 5 6 7 8 9 
1 

S. Lips [6] 
PV1 210 100 974 100 - - 

2 PL4 267 127.1 1625 166.8 100 100 
3 PL5 353 168.1 2491 255.7 132.2 153.3 
4 S. Guandalini 

[5] 
PG-10 210 100 540 100 - - 

5 PG-3 456 217.1 2153 398.7 - - 
6 

N.N. Korovin 
[7] 

-4 360 100 1670 100 - - 
7 -5 460 127.8 2260 135.3 100 100 
8 -6 550 152.8 2450 146.7 119.5 108.4 
9 

Li K. K. L. [8] 
P300 300 100 1381 100 - - 

10 P400 400 133.3 2224 161.0 100 100 
11 P500 500 166.7 2681 194.1 125 120.5 

 
 
Analysis of the change in the value of the capac-
ity makes it possible to establish some features of 
the behavior of slabs of various thicknesses. With 
an increase in the thickness of the slab, an in-
crease in the capacity according to the punching 
shear criterion is observed in the entire range of 
the investigated slab depths. However, the ten-
dency for an increase in capacity for slabs of me-
dium and large depths 
nificantly in relation to slabs of small thickness. 
In the range of medium and large slab depths, the 
increase in the capacity (%) decreases in relation 
to the increase (%) in thickness compared to thin 
slabs. See data in columns 8 and 9 of Table 2. In 
the most pronounced form, this phenomenon was 
observed in specimens of N.N. Korovin [7], Li 

K. K. L. [8] et al. In scientific publications, this 
effect was called as "size effect". 
The EC2 [1] and MC2010 [2] standards consider 
the size effect, but accounting methods differ sig-
nificantly. SP 63.13330 does not take into ac-
count the size effect. Fig. 1 shows the influence 
of the size effect on slab capacity in accordance 
with experimental data and EC2 norms. 
The current situation with the scientific substan-
tiation of the size effect and the corresponding 
punching mechanisms of slabs of medium and 
large thickness requires additional scientific re-
search. Therefore, the subject addressed in this 
article is worthy of investigation. 
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Figure 1. Influence of the size effect in the normative assessment of the punching shear capacity of 
the slab according to EC2 

 
2. OBJECTIVE AND METHOD OF 
RESEARCH 
 
Currently, there are two main concepts that ex-
plain the size effect when punching reinforced 
concrete slabs of medium and large thickness 
with longitudinal reinforcement in the stretched 
zone. The first concept is based on fracture me-
chanics [10], the second one on the critical shear 
crack theory (CSCT) [11]. 
According to the fracture mechanics [10, 12]: if 
the destruction of a reinforced concrete slab dur-
ing compression is caused by the destruction of 
concrete, and not by the achievement of the yield 
strength of the reinforcement, then the dimen-
sional effect appears. That is, if geometrically 
similar specimens are tested, differing only in 
thickness, then the nominal tensile stresses ( n) 
traditionally determined by formula (1) are 
higher in smaller specimens when it fracture. 
However, the traditional technique for determin-
ing stresses (1) does not explain the existing size 
effect. 
 

 
0

N h·u
F

 
(1) 

Where F is an ultimate breaking load; u is a pe-
rimeter of the design cross-section contour; h0 is 
an effective depth of the reduced cross section.  
Consequently, if the fracture occurs due to the lo-
calization of cracks, which is typical for rein-
forced concrete structures, the capacity for the 
action of the transverse force decreases with in-

main reason for the size effect is the nonlinear 
dependence between the energy released during 
the formation and development of a crack and the 
height of the reinforced concrete section. This 
energy effect corresponds to a situation where the 
main crack grows steadily until the maximum 
load is reached, and the size effect is due to the 
energy release rate growth with an increase in the 
structure size according to the fracture mecha-
nism. 
The fracture model of reinforced concrete slabs 
based on the critical shear crack theory (CSCT) 
was developed by A. Muttoni [11, 13]. The 
method for calculating slabs according to the 
punching criterion based on CSCT has been in-
cluded in MS2010, where the punching shear 
strength of concrete slab without transverse rein-
forcement (VRd, c) takes into consideration the 
rotation angle of the slab support zone  and it is 
determined according to formula (2): 
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Where c is the partial factor for concrete in com-
pression; b0 is a perimeter of the design cross-
sectional contour with rounded corners at a dis-
tance of 0.5d from the loading area; d is effective 
depth of the reduced section; fc is the compres-
sive strength of concrete; k  is coefficient taking 
into account the angle of rotation of the slab , 
which is determined by the formula (3). 
 

 d··k·9.05.1
1k

dg  
(3) 

 
Where kdg is the coefficient taking into consider-
ation the grain size of coarse aggregate;  is the 
angle of rotation of the slab. When calculating 
according to MC2010, the influence of the size 
effect on the punching shear strength of the slab 
is considered for the angle of rotation of the slab 

 according to the formula (4): 
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Where rs is the distance to the point where the ra-
dial bending moment equals to zero (for experi-
mental specimens, the distance from the center of 
the specimen to the point of attachment); Es is the 
modulus of elasticity of the reinforcement; fy is 
the yield strength of the reinforcement; ms is the 
bending moment in the slab average through the 
width bs caused by the applied load. Here bs = 1.5 
· rs; mR is an ultimate bending moment. 
The concepts presented for considering the size 
effect make it possible to establish the actual 
mechanisms of destruction of slabs of various 
thicknesses under punching and to perform a 
comparative analysis of such mechanisms. In this 
paper, we investigate the features of the failure 
for thin and thick slabs, including the formation 
and development of cracks, as well as schemes 
for the slab destruction. The table 1 presents data 

of such physical experiments. In numerical stud-
ies, we considered a model of a thin slab from [9] 
and thick slab model from [7]. 
Numerical studies were carried out using the 
ATENA software [14]. The applicability of this 
software for the analysis of reinforced concrete 
slabs under punching was substantiated in the 
work [4]. 
The main provisions of the ATENA PC method-
ology are as follows 
Modeling of structures in ATENA software is 
generally performed taking into account the 
specific features of materials. Concrete is mod-
eled by volumetric FE, reinforcement elements 
are modeled, as a rule, by bar elements. How-
ever, in some cases, it is quite acceptable to 
simulate reinforcement by specifying the per-
centage of reinforcement in the volume of con-
crete. The bond between concrete and reinforc-
ing bars is modeled by introducing special con-
nector that work according to the law specified 
by the user. In the studies presented in this 
work, the model of longitudinal reinforcement 
is made of discrete bars. The joint work of con-
crete and reinforcing bars was modeled under 
the assumption of ideal adhesion according to 
the verification work [15]. ATENA software 
includes dedicated models for finite element 
analysis of concrete and reinforced concrete 
structures. According to the official reference 
manual [14], the concrete model combines the 
equations of the theory of plasticity (in com-
pression) and fracture mechanics (in tension). 
For concrete, the model uses the criterion of 
maximum principal stresses to assess the 
strength, an exponential law of softening. At 
the same time, the crack can be specified as ro-
tating or stationary. The tensile behavior of 
concrete is modeled by nonlinear fracture me-
chanics combined with a smeared crack model. 
The main parameters of this approach are ten-
sile strength of concrete, the nature and form of 
cracking, and the energy of destruction. The 
phenomenon of cracking is described by a 
model of smeared cracks in the form of a belt 
model [16]. Fig. 2 shows the crack formation 
law for the ATENA PC is shown in general. 
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Figure 2. The cracking model adopted in the ATENA software according to [14] 

 
The cracking process can be divided into three 
stages as shown in fig. 3. The stage without 
cracks corresponds to the work of the material 
until it reaches the ultimate tensile strength. 
Crack formation occurs in the potential crack 
zone with a decrease in tensile stresses in this 
area. Then crack opening continues at zero ten-
sile stresses at the crack tip. 
 

 
Figure 3. Stages of formation and development 
of cracks in the ATENA PC according to [14] 

 
For the plastic model concrete in compression, 
the Menetrey-Willam strength criterion is used. 
An algorithm has been developed that combines 
the fracturing model and the plasticity model. An 
important feature of the ATENA software is that 
the two above models are formulated inde-
pendently of each other, but they are used to-
gether in the calculation. Another significant 
characteristic of the concrete model is the use of 
the so-called limiters of localization of defor-
mations during destruction. This principle is used 
to designate discrete fracture planes independent 
of the finite element mesh. In the case of tension, 
these planes are represented by cracks. In the 
case of compression, it is shown by areas of 
crushing. In the computational model, these dis-
crete fracture regions have dimensions that do 

not depend on the dimensions of the element. For 
this reason, the planes of destruction are pre-
sented in the model as planes that do not depend 
on the dimensions of the FE mesh. For the case 
of tensile failure, this approach is known as the 
fracture belt model. ATENA software uses a sim-
ilar approach for compression failure detection. 
Thus, limits of strain localization allow us elimi-
nating two significant drawbacks of the tradi-
tional FE model of concrete: the effect of the size 
and orientation of the FE mesh on the result. Ap-
pliance of the smeared cracks' model makes it 
possible calculates and plots the propagation of 
discrete cracks quite accurately. Moreover, ac-
cording to the developers of the software [17], 
this model does not inferior to models that imple-
ment discrete cracks in accuracy. 
 
 
3. RESEARCH RESULTS  
 
For the purpose of a comparative analysis, the re-
search results are grouped for each of the consid-
ered parameters. The design model represents 1/4 
of the support zone of the reinforced concrete 
slab (Fig. 4). The longitudinal reinforcement of 
the tensioned and compressed zone of the slab 
was modeled with bar finite elements. The load 
on the slab was transmitted through the column 
at the geometric center of the slab. The model of 
external restrains corresponds to the specimen 
support on a steel rectangular distribution frame 
along the contour. The slab, column, and support 
structure were modeled with 3D finite elements. 
The dimensions of the volumetric finite elements 
for the design model of the slab are determined 
in accordance with the requirements of the 
ATENA software [14]. 
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Figure 4. 3D (left) and FE (right) model for numerical studies using ATENA software. 

1 - Column; 2 - Supporting structure; 3 - Floor slab; 4 - Reinforcement bars; 5 - Point for 
monitoring of displacement along the vertical axis; 6 - Place of load application; 7 - Restraints of 

the specimen along the axis of symmetry 
 

Based on the results of the finite element analy-
sis, it was established that the destructive loads 
obtained in numerical experiments have an ac-
ceptable correlation with the results of physical 
experiments. Deviations of max from Vex are: for 

the design model of the P-6 sample according to 
[7] 10.45%, for the design model of the Ch120 
sample according to [9] 2.28%. The results of 
numerical studies are presented in Fig. 5, 7 - 9. 

 

 
a 

 
b 

Figure 5. Diagrams of deformation vs. values of ultimate loads (kN) for numerical models; a - 
model of the Ch120 sample [9]; b - model of specimen P-6 [7]

 

Analysis of the deformation diagrams demon-
strates significantly different punching mecha-
nisms of slabs of various thicknesses. In a thin 
slab, a pronounced unloading section is formed 
(after the 14th step of the calculation). In a thick 
slab, the unloading phenomenon is not observed. 
It should be noted that the phenomena of unload-
ing in thin slabs were also established in previous 

studies [4]. To study the case, refer to fig. 6. 
Thus, the formation of the unloading section dur-
ing loading and deformation of thin slabs can be 
defined as one of the most important features of 
the operation of such slabs under punching. 
Fig. 7 shows the state of the models at the mo-
ment of initial fracturing.
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Figure 6. Diagram deformation vs. magnitude of ultimate loads (kN) of thin slabs (thickness of 200 

mm) obtained numerically for specimens from the work [4] 
 

 
a.1 

 
a.2 

 
b.1 

 
b.2 

Figure 7. Crack formation diagram in models a.1 and b.1; isofield of principal stresses (max) a.2 
and b.2 at the cracking moment; a - 14th stage of calculating the specimen h120 [9]; 

b - 29th stage of calculating specimen P-6 [7] 
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Figure 7. Crack formation diagram in models a.1 and b.1; isofield of principal stresses (max) a.2 
and b.2 at the cracking moment; a - 14th stage of calculating the specimen h120 [9]; 

b - 29th stage of calculating specimen P-6 [7] 

Analysis of the stress-strain state at the time of 
initial cracking demonstrates significantly dif-
ferent operating schemes for slabs of various 
thicknesses. In a thin slab, a crack is formed in 
the tensile zone of concrete [9], which corre-
sponds to the pattern of cracking of a bent ele-
ment. A similar picture of cracking in the ten-
sile zone according to the bending element 
scheme was established for all specimens of 
thin slabs in studies [4] (Fig. 6), in which the 
parameters of longitudinal reinforcement were 
varied (from 0.48% to 1.93%). In accordance 
with the provisions of the mechanics of 

reinforced concrete flexure structures, cracking 
in the tensioned zone forms the unloading 
mechanism, which is confirmed by the diagram 
in Fig. 7a. In a thick slab, initial cracks are 
formed in the middle part of the section (thick-
ness) of the slab [7]. Such a cracking scheme 
does not form a mechanism for unloading the 
sample as a whole, and diagram of the defor-
mation does not have an inflection point. An 
important feature characterizing the process of 
formation and development of cracks is the di-
agram of the directions of the main tensile 
stresses in the studied slab samples (Fig. 8). 

 

 
a.1 

 
a.2 

 
b.1 

 
b.2 

Figure 8. Diagram of the directions of the principle tensile stresses at the moment of cracking (a) 
and at the moment of failure (b); a.1 - 14th stage of calculating the specimen Ch120 [9], a.2 - 
36th stage of calculating the specimen Ch120 [9]; b.1 - 29th stage of calculating specimen P-6 

[7], b.2 - 39 stage of calculating specimen P-6 [7]. 
  

Analysis of the diagram of the directions of the 
principle tensile stresses provides the summary 
of the reasons for the formation and develop-
ment of cracks up to the destruction of the spec-
imen under an increasing load. In accordance 
with the laws of mechanics, Figures 8.a.1 and 
8.b.1 show that cracks in concrete are formed 
in the zones of maximum tensile stresses, and 

the crack axis is perpendicular to the directions 
of the main tensile stresses. At the stage of cal-
culation, corresponding to the failure (Fig. 
8.a.2 and 8.b.2), the directions of the principle 
tensile stresses in the fracture zone are distrib-
uted chaotically. 
The analysis of the isofields of the principal 
stresses (max) at the moment of initial cracking 
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also demonstrates fundamentally different 
schemes for the operation of thin and thick 
slabs. In a thin slab, the tensile stresses in the 
lower concrete zone are significantly less than 
those in a thick slab [9]. Such a scheme is 
formed as a result of stress relaxation in a thin 
slab during the formation of a crack in the 
stretched zone with the subsequent inclusion of 
the stretched reinforcement into operation. In a 
thick slab, the concrete of the lower zone is in 

tension with parameters close to the limiting 
ones [7], but it does not exceed them. The dia-
gram of the distribution of the principal 
stresses in the thin and thick slabs corresponds 
to the diagram of the deformation of the speci-
men under investigation. It seems important to 
analyze such characteristic of stress-strain state 
as the value of the loss of concrete strength ac-
cording to the tensile criterion at the beginning 
of cracking (Fig. 9). 

 

 
a 

 
b 

Figure 9. Isofields of concrete strength loss according to the tensile criterion in models a - stage 
14 of the model calculation [9]; b - 29 stage of calculation model [7] 

 

The analysis of the isofields of the loss of con-
crete strength by the tensile criterion demon-
strates various schemes of slab operation. In the 
center of a thin slab specimen, localization of fi-
nite elements in a narrow zone with an almost 
complete loss of tensile strength is observed [9], 
which corresponds to the formation of a normal 
crack according to the flexure element scheme. 
In a thick slab, areas of concrete with a loss of 
tensile strength are localized in the zones of for-
mation of cracks in the thickness of the slab [7]. 
This allows us to conclude that in a thick slab, the 
cause of the formation of inclined cracks at the 
initial stage is tensile stresses, the maximum val-
ues of which in accordance with the basic princi-
ples of mechanics are localized in the central 
zones of the thickness of solid structures under 
the accepted loading schemes. Fig. 10 shows de-
struction of the models. 

The analysis of the stress-strain state at the de-
struction of the specimens demonstrates signifi-
cantly different schemes of slab operation. In a 
thin slab, destruction occurs according to the nor-
mal crack propagation pattern [9], which is typi-
cal for bending elements. In this case, in addition 
to a normal crack, a system of inclined cracks 
with corresponding stress relaxation zones is 
formed (Fig. 10 a.2). The scheme of destruction 
of a thin slab is most clearly shown in Fig. 10 a.3 
as isofields of the loss of tensile strength of con-
crete. 
In a thick slab, destruction occurs due to the for-
mation of a system of inclined cracks, forming a 
punching prism, with single normal cracks in the 
lower zone. Such normal cracks have a slight de-
velopment along the depth of the slab. The gen-
eral scheme of the destruction of a thick slab cor-
responds to the formation of a punching shear 
prism, which is clearly seen in the diagram of 
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This allows us to conclude that in a thick slab, the 
cause of the formation of inclined cracks at the 
initial stage is tensile stresses, the maximum val-
ues of which in accordance with the basic princi-
ples of mechanics are localized in the central 
zones of the thickness of solid structures under 
the accepted loading schemes. Fig. 10 shows de-
struction of the models. 

The analysis of the stress-strain state at the de-
struction of the specimens demonstrates signifi-
cantly different schemes of slab operation. In a 
thin slab, destruction occurs according to the nor-
mal crack propagation pattern [9], which is typi-
cal for bending elements. In this case, in addition 
to a normal crack, a system of inclined cracks 
with corresponding stress relaxation zones is 
formed (Fig. 10 a.2). The scheme of destruction 
of a thin slab is most clearly shown in Fig. 10 a.3 
as isofields of the loss of tensile strength of con-
crete. 
In a thick slab, destruction occurs due to the for-
mation of a system of inclined cracks, forming a 
punching prism, with single normal cracks in the 
lower zone. Such normal cracks have a slight de-
velopment along the depth of the slab. The gen-
eral scheme of the destruction of a thick slab cor-
responds to the formation of a punching shear 
prism, which is clearly seen in the diagram of 

isofields for the loss of tensile strength of con-
crete (Fig. 10 b.3). 
Analysis of stresses in the reinforcement of the 
tensile zone of concrete, thin [9] and thick [7] 
slabs demonstrate significantly different levels 
of stresses and, consequently, the growth of the 
crack opening width in tensioned concrete. In a 
thin slab, the tensile stresses in the reinforce-
ment are 1.6 - 3.7 times higher than the similar 
parameter of the reinforcement of a thick slab at 

various stages. Even without taking into account 
the more complex factors of the influence of the 
thickness of the slab on the magnitude of 
stresses in the reinforcement of the tensile zone 
of concrete, it can be seen that there are large 
deviation in the factors of the influence of lon-
gitudinal reinforcement on the formation of 
cracks and the processes of destruction of thin 
and thick slabs. 

 

 
a.1 

 
b.1 

 
a.2  

b.2 

 
a.3  

b.3 
Figure 10. Crack formation diagram a.1 and b.1; isofields of principal stresses (max)

a.2 and b.2; isofields of loss of tensile strength of concrete a.3 and b.3 b at the moment 
of destruction; 

a - 36th stage of the model calculation [9]; b - 39th stage of calculation model [7] 
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Figure 11. Stresses in reinforcement in tension at the moment of cracking (a) and at the moment 
of failure (b); a.1 - 14th stage of calculating the specimen Ch120 [9], a.2 - 36th stage of 

calculating the specimen Ch120 [9]; b.1 - 29th stage of calculating specimen P-6 [7], b.2 - 39th 
stage of calculating specimen P-6 [7] 

4. CONCLUSION 
 
As a result of numerical studies, it was found that 
the failure of thin and thick slabs under punching 
have significant differences. 
Thin slabs are destroyed, as a rule, by the mech-
anism of the formation of an initial normal crack 
under load. And this leads to the formation of an 
unloading phenomenon in the deformation pat-
tern of the "column - slab" structural joint. The 
formation of a normal crack together with the in-
clusion of longitudinal reinforcement in the work 
leads to relaxation of stresses in concrete. By the 
time of failure, concrete in the zone of a normal 
crack and concrete in the zone of a system of in -
clined cracks is destroyed according to the tensile 
strength criterion. Thus, in thin slabs, longitudi-
nal reinforcement plays an important role in the 

general fracture mechanism according to the 
punching shear criterion. 
Thick slabs are destroyed by a mechanism with 
the formation of inclined cracks forming a 
punching prism. At the initial stage, inclined 
cracks are formed in the middle zone of the slab 
thickness, where the extrema of the principal ten-
sile stresses exceeding the ultimate tensile 
strength of concrete are localized. With an in-
crease in the load, the number of inclined cracks 
increases with the formation of a system of such 
cracks, the length of which grows from the cen-
tral zone of the slab to the upper and lower 
planes. By the moment of destruction, concrete 
in the zone of the system of inclined cracks is de-
stroyed according to the tensile strength criterion. 
Thus, in thick slabs, the fracture mechanism cor-
responds to the formation of a system of inclined 
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4. CONCLUSION 
 
As a result of numerical studies, it was found that 
the failure of thin and thick slabs under punching 
have significant differences. 
Thin slabs are destroyed, as a rule, by the mech-
anism of the formation of an initial normal crack 
under load. And this leads to the formation of an 
unloading phenomenon in the deformation pat-
tern of the "column - slab" structural joint. The 
formation of a normal crack together with the in-
clusion of longitudinal reinforcement in the work 
leads to relaxation of stresses in concrete. By the 
time of failure, concrete in the zone of a normal 
crack and concrete in the zone of a system of in -
clined cracks is destroyed according to the tensile 
strength criterion. Thus, in thin slabs, longitudi-
nal reinforcement plays an important role in the 

general fracture mechanism according to the 
punching shear criterion. 
Thick slabs are destroyed by a mechanism with 
the formation of inclined cracks forming a 
punching prism. At the initial stage, inclined 
cracks are formed in the middle zone of the slab 
thickness, where the extrema of the principal ten-
sile stresses exceeding the ultimate tensile 
strength of concrete are localized. With an in-
crease in the load, the number of inclined cracks 
increases with the formation of a system of such 
cracks, the length of which grows from the cen-
tral zone of the slab to the upper and lower 
planes. By the moment of destruction, concrete 
in the zone of the system of inclined cracks is de-
stroyed according to the tensile strength criterion. 
Thus, in thick slabs, the fracture mechanism cor-
responds to the formation of a system of inclined 

cracks, which are formed due to an increase in 
the principal tensile stresses with an excess of the 
tensile strength of concrete. The contribution of 
the longitudinal reinforcement of the stretched 
zone to the punching failure resistance of thick 
slabs is not as significant as for thin slabs. 
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ESTIMATION OF THE DEFECT HAZARD CLASS IN BUILDING 
STRUCTURES: A DECISION SUPPORT SYSTEM 
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Abstract. Technical condition monitoring of building structures located on hazardous facilities is a necessary 
requirement for their sustainable functioning. In this regard, the problem of development intellectual monitoring 
systems that allow to detect and classify operating defects by the hazardous level becomes very urgent. The study 
presents an approach of building decision support system (DSS) for detecting defects in building structures and 
estimation of their hazard class. Proposed approach is based on multi-criteria assessment of consecutive measurements 
acquired by acoustic emission method. A distinctive characteristic of the proposed approach is the ability to take into 
account the evolution of defects by mapping each AE time-series to diagnostic features matrix and analysing these 
matrices in sliding windows with overlay. Each matrix is validated by two criteria that form the necessary and sufficient  
conditions of the existence the evolving defects in building structure. They include the criterion for changing the 
number of clusters and the criterion for changing the acoustic emission activity. Proposed method was verified on the 
experimental data acquired from the technical condition monitoring of the vertical oil tanks. The results obtained from 
the experiment confirm the proposal that this approach can be utilized for effectively solving the problem of conditional 
monitoring of building structures located on the hazardous facilities allowing to detect and classify defects by their 
hazardous level. 
 

Keywords: decision support system, acoustic emission, feature extraction, clustering, defect hazard class estimation, 
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presents an approach of building decision support system (DSS) for detecting defects in building structures and 
estimation of their hazard class. Proposed approach is based on multi-criteria assessment of consecutive measurements 
acquired by acoustic emission method. A distinctive characteristic of the proposed approach is the ability to take into 
account the evolution of defects by mapping each AE time-series to diagnostic features matrix and analysing these 
matrices in sliding windows with overlay. Each matrix is validated by two criteria that form the necessary and sufficient  
conditions of the existence the evolving defects in building structure. They include the criterion for changing the 
number of clusters and the criterion for changing the acoustic emission activity. Proposed method was verified on the 
experimental data acquired from the technical condition monitoring of the vertical oil tanks. The results obtained from 
the experiment confirm the proposal that this approach can be utilized for effectively solving the problem of conditional 
monitoring of building structures located on the hazardous facilities allowing to detect and classify defects by their 
hazardous level. 
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INTRODUCTION 
 
Continuous evaluation of the technical condition 
of building structures located on hazardous 
facilities is critically important for providing 
their smooth and trouble-free operation. One of 
the perspective method of conducting periodic 
conditional monitoring is an acoustic emission 
method (AE) [1]. It is a common knowledge that 
the acoustic emission signal emits in the 
material under the process of its deformation or 
destruction. Meanwhile, the AE signal 
parameters correlate with evolution dynamics of 
the defects that are developing during the 
operation of the facility [2].  In this regard, the 
problem of developing a decision support 
system (DSS) based on AE data, which allows 
identifying the appearance of operating defects 
in the structure of the construction material in 
real time and classifying defects by hazard 
classes, seems urgent. According to the 
regulatory document [3], the condition of the 
defect can be described by one of the four 
hazard classes: 
1) The I class source corresponds to non-
hazardous defect 
2) The II class source is an evolving defect, 
moderately hazardous. 
3) The III class source corresponds to critically 
hazardous evolving defect 
4) The IV class source is catastrophically 
hazardous defect. 
Common systems of AE data processing are 
primarily based on the analysis of integral 
parameters of AE flow such as mean or peak 
amplitude, the oscillation number, signal 
duration, MARSE (the area under the AE signal 
envelope higher than the amplitude 
discrimination threshold) and are suitable in the 
conditions of threshold data acquisition. Such 
approaches also include the wavelet-analysis of 
AE data [4]. These methods have weak noise 
immunity and which leads to their low efficiency 
under the signal-to-noise ratio (SNR) < 1. 
Authors of paper [5] propose to estimate the 
hazard class of the defect by utilizing k-means 
algorithm. One of the main disadvantage of this 

method is the requirement of determining the 
number of clusters before the calculation. 
Furthermore, this approach based on the 
estimation of the data of current measurement 
and as a result, it does not consider the evolution 
of the defect. 
The authors of the approach described in the 
article [6] propose to calculate periodic statistics 
on a set of integral time and frequency diagnostic 
parameters, such as amplitude, duration, energy, 
signal rise time, average frequency, peak power, 
etc. By the calculated statistics they determine and 
measure the distances between two classes, one of 
which is a reference (its characteristics obtained 
during pilot operation), and the other corresponds 
to monitoring data [6]. This approach is the most 
promising of presented, as it allows detecting 
defect in the controlled facility. Nevertheless, the 
main drawback of the method proposed in paper is 
that the comparison between the two classes by 
calculating distance metrics does not allow to 
determine the hazard class of the defect. 
This study presents an innovative approach of 
building an effective decision support system 
that provides reliable detection of evolving 
defects. Within the framework of the approach, 
we describe a method that allows detecting the 
moments of transition of operational defects 
arising in the construction facility to the stage of 
a hazardous developing defect and a critically 
hazardous developing defect. 
It is further noted that proposed method is an 
integral part of a comprehensive methodology for 
developing a decision support system for detecting 
operational defects in construction structures and 
assessing their hazard class. Other aspects of the 
implementation of the methodology related to 
algorithms for preprocessing measurement data, 
methods for extracting diagnostic features and 
reducing the dimension of the feature space, as 
well as training DSS, are described in [7, 8]. 
 
 
1. METHODS 
 
The proposed method of the defect’s hazard 
class determination is based on a multi-criteria 
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assessment of diagnostic features extracted from 
acoustic emission time series, which are 
acquired during the non-destructive testing. This 
assessment is a combination of necessary and 
sufficient conditions, the simultaneous 
satisfaction of which allows to detect a defect in 
the structure and to determine its hazard class. A 
distinctive characteristic of the proposed method 
is the ability to take into account the evolution 
of defects over time by analyzing their 
diagnostic features, which are calculated in the 
sliding time-domain windows [8]. Meanwhile, 
the analysis of multiple consecutive 
measurements data collected within different 
intervals of time provides trends identification in 
diagnostic feature values changes. 
In order to improve the accuracy of detecting 
developing defects in conditions of random non-
stationary noise, we also propose an original 
algorithm based on processing a series of 
measurements by means of a multi-criteria 
assessment of the defect hazard class.  
Figures/Tables should be centred within the 
page width and numbered sequentially. 
Figures/Tables should be numbered separately. 
Multiple figures should be referred  
using letters (e.g. Fig. 1a or 1b). 
A set of k consecutive measurements of a given 
length forms a series of measurements. The 
measurements are grouped in series by applying 
a sliding window with overlap. Accordingly, the 
series is formed from k - 1 measurements related 
to the previous series, and one new 
measurement. Each series consists of a set of 
diagnostic feature matrices, which represent 
statistical parameters of acoustic emission time 
series obtained during preprocessing [9] and the 
feature extraction procedure [7]. This approach 
allows to ensure resistance to possible prolonged 
non-stationary interference and thereby 
protecting against false alarms of the DSS. 
The proposed method for identifying the 
evolution of the hazard class of a defect in the 
object of control is based on two criteria: 
1) Necessary - a criterion of clusters number 
changing that corresponds to defects with 
different hazard classes. 

2) Sufficient - a criterion for the activity of 
acoustic emission, determined by the results of 
detecting anomalies in the diagnostic feature 
space. 
Let  – diagnostic feature matrix of i -th 
measurement, while k – the number of 
measurements forming a series. Then =

{ … }  is a diagnostic feature series per 
time interval ( ; )i k i . Consider two cases. 
1) The defect is initially absent or is not in 
evolving condition (I-class).  
Then the necessary condition of existence of the 
hazardous evolving defect in the inspecting 
structure is: 
 

   ( ( ) > 1) ( ( ) >

( ) … ( ))                       (1) 
 
where ( ) – the number of clusters 
calculated from diagnostic feature matrix  of i
-th measurement. This condition should fulfil for 
any matrices of diagnostic features, collected 
during measurements … . The method of 
cluster number estimation will be considered 
further in this paper. 
We formulate the sufficient condition as 
follows: 
 
             <  ( ) <           (2) 
 
where ( ) – activity coefficient of 
measurement i,  – the threshold value of 
activity coefficient for moderately hazardous 
defect,  – the threshold of the activity 
coefficient for the critically hazardous defect.  
2) The defect initially exists and corresponds to 
moderately hazardous evolving defect (II-class). 
Then the necessary condition of the defect 
transition to a critically hazardous class is: 
 

    ( ( ) > 2) ( ( ) >

( ) … ( ))                       (3) 
 
while the sufficient condition is formulated as 
follows: 
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                    ( ) >                  (4) 
 
Now we consider the methods of criteria values 
calculation ( ), ( ) and in detail. 
 
1.1. The method calculation the cluster 
number ( ). 
Determining the hazard class of a defect requires 
studying the data on the evolution of AE 
diagnostic features. AE events obtained from a 
defect of the same hazard class form a cluster. 
Meanwhile, the number of clusters increases 
when the defect hazard class changes [7]. Based 
on this statement, in formulas (1), (3), we 
formualte a criterion of changing the number of 
clusters by comparing the number of clusters in 
diagnostic feature matrices of a sequential set of 
measurements (series). There are several ways 
to determine the number of clusters ( ). 
Most of them are related to the calculation of 
metrics based on intracluster and intercluster 
distances in the space of diagnostic features, in 
particular the criterion of Calinski-Harabasz, 
Davies-Bouldin and Silhouette [10]. However, 
these criteria often lead to erroneous results, 
especially for convex clusters. Recently, there 
has been a growing interest in approaches based 
on visual assessment of clusters [11]. By 
translating the unmarked data into an image of n 
x n size, where the objects are ordered in such a 
way as to simplify the identification of a 
potential cluster structure in the data. 
Meanwhile, each pixel in the image corresponds 
to the degree of difference between pairs of 
objects [11]. This image highlights potential 
clusters as "dark blocks" along the diagonal axis 
of the image, corresponding to sets of objects 
with a low degree of difference. 
As part of this paper, we propose a modified 
algorithm for determining the number of clusters 
based on the clustering visual representation 
algorithm (VAT) [11]. The VAT algorithm 
maps the difference matrix D as a grayscale 
image, each element of which corresponds to the 
value of the difference metric dij  between 
objects oi and. At the same time, if the object oi  
belongs to a certain cluster, then it is a part of a 

submatrix with small values of the difference 
metric, i.e. it belongs to one of the "dark blocks" 
on the diagonal of the corresponding image. We 
propose to determine the number of "dark 
blocks" as follows: 
1) Segmentation of the matrix image D 
Due to the fact that information about the cluster 
data structure is displayed in the dark blocks of 
the difference matrix image, an important step of 
the algorithm is threshold image processing. The 
histogram of the matrix D has multiple modes, 
meanwhile the first mode corresponds to the 
average value of intracluster distances. 
In order to identify the binarization threshold we 
utilize a combination of Otsu algorithms. The 
Otsu algorithm maximizes the intercluster 
variance. It is based on the assumption that all 
pixels on the image belong to two classes. 
However, the image of the difference matrix D 
contains blurred boundaries of dark blocks. In 
such case the algorithm cannot correctly identify 
the threshold value. To identify and suppress 
noise objects in the image, we propose to use the 
multi-threshold Otsu method [12]. After noise 
objects are suppressed, the standard image 
binarization method is used, which converts the 
original image to a binary one, where the pixel 
value on the image is equal to 1, if it is greater 
than the threshold in grayscale, otherwise it is 
equal to 0. 
2) Projecting the image onto the main diagonal 
In order to obtain a more informative image that 
allows to clearly distinguish the structure of the 
"dark blocks", it is necessary to consider the pixel 
values along the main diagonal of the image. As 
part of this work, it is proposed to project an image 
onto the main diagonal by summing the pixel 
intensity values along the diagonal of the image. 
However, the original binary image may have 
residual noise. In order to minimize the effect of 
residual noise on the result of counting the number 
of clusters, it is necessary to convert the binary 
image obtained in the previous step into such a 
representation that the value of each pixel of the 
resulting image is the distance from this pixel to 
the nearest non-zero pixels in the binary image. 
This representation is called Distance Transform 
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[13]. The conversion of distances together with the 
projection on the main diagonal gives a more 
visual representation of the VAT image and allows 
to translate it into a one-dimensional signal. Thus, 
it is possible to define the number of clusters as the 
number of peaks on a one-dimensional signal. 
3) Determination of the number of peaks on a 
one-dimensional diagonal projection signal 
In this paper, we propose to utilize a first-order 
derivative to detect peaks in the signal. However, 
this approach should be used in combination with 
smoothing methods in order to reduce the 
likelihood of false positives. There are several 
ways to smooth the original signal. One of the 
most frequently used is the moving average [13]. 
Its main disadvantage is that averaging can lead 
to significant losses in the informative component 
of the original signal, which in turn will not allow 
to identify the appearance of a new cluster that 
corresponds to an evolving defect. In this paper, 
we propose to utilize a linear interpolation 
between the local maxima of the original signal. 
This method allows reaching required level of 
smoothing without losses in the informative 
component of original signal. 
 
1.2. The method of calculation the activity 
coefficient ( ) 
The acoustic emission activity coefficient [14] 
allows to determine the presence of long-term 
trends in acoustic emission data. Therefore, it can 
serve as a criterion for detecting defects. The 
activity coefficient is calculated based on the 
results of the anomaly detection method proposed 
in [8], which consists in determining the optimal 
position of the separating hyperplane between 
"normal" events and "anomalies". In the context 
of this work, abnormal events include AE signals 
emitted by defects of hazard classes II and III 
during monitoring. Normal events include hazard 
class I events, as well as various types of 
interference detected during pilot operation. In 
current paper, we propose to define the activity 
coefficient as the ratio of the number of abnormal 
events to the total number of AE events received 
per unit of time.  

Comparison of the activity coefficient with the 
reference threshold values allows us to determine 
the moment of transition of the object to hazard 
classes II and III (2), (4). The threshold values for 
defects of class II and III are specific for each 
construction facility and require clarification at 
the stage of pilot operation. 

 
 

2. RESULTS AND DISCUSSION 
 
Fig. 1 demonstrates the fragments of 
experimental AE time series obtained during the 
non-destructive testing of oil reservoir located in 
Norilsk. We can see from the fig. 1 that the 
amplitude of AE signals increase with the 
growth of the hazard class. The data acquisition 
was conducted by the means of non-threshold 
AE collection method and the AE sensors with 
the sampling frequency of 2.5MHz. The 
preliminary processing was carried out by 
extracting diagnostic features utilizing method 
proposed in [7]. A set of calculated diagnostic 
feature matrices applied further for this research 
and was a source data for the verification of the 
methods proposed in current paper.  
Fig. 2(a, b) contain the comparison of proposed 
criterion of cluster number determination with the 
known criterion Davies-Bouldin, based on 
intracluster distances calculation. Fig. 2b 
demonstrates computation graphs of optimal 
cluster number via Davies-Bouldin criterion 
utilizing three methods of cluster analysis: k-
means, hierarchical clustering and Gaussian 
mixture distribution. The figure shows that the 
quality of the results of the proposed method does 
not depend on the type of clustering algorithm, it 
is based on image analysis of the cluster data 
structure, while the Davis-Boldin index changes 
significantly when using various methods of 
cluster analysis. The effectiveness of the 
proposed criterion for evaluating cluster changes 
was confirmed by the presence of peaks on the 
first-order derivative of the one-dimensional 
image projection of cluster structure in Fig. 2a. 
Thus, the proposed criterion has the high 
sensitivity to detecting the moments of 
occurrence of evolving defects. 
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Fig. 3 shows the results of calculating the 
proposed criterion for changing the activity 
coefficient of acoustic emission. It follows from 
the figure that at the moment of defect state 
transition to a higher hazard class, the activity of 
acoustic emission increases significantly. In the 
intervals between the transition moments, the 
activity coefficient fluctuates around the average 

value with a small variance. The level of 
threshold values was chosen based on the 
median value of the activity coefficient for 
defects of the second and third hazard classes 
identified during pilot operation. For the second 
hazard class, the threshold value was 0.01, for 
the third – 0.27 

 
Figure 3. -  
 
 

CONCLUSION 
1) The paper presented an approach for 
developing a DSS that identifies the defect and 
determines its hazard class based on a multi-
criteria assessment of diagnostic features 
extracted from the acoustic emission time series 
that are obtained during the diagnostics of 
construction structures. 
2) We propose to utilize a set of two criteria that 
form the necessary and sufficient conditions 
under which it is possible to detect moderately 
hazardous and critically hazardous evolving 
defects in the construction facilities. They 
include a criterion for changing the number of 
clusters and a criterion for changing the acoustic 
emission activity. 
3) We described the original method of applying 
the proposed criteria, which is based on the 
process of grouping single consecutive 
measurements in a series by using a sliding 
window with overlaps. The proposed approach 
provides protection against false positives in the 
presence of stationary long-term noise of 

various nature occurring during the condition 
monitoring. 
4) The verification of the proposed method was 
conducted on real construction of oil and gas 
facilities – vertical steel tank containing a 
defective weld.  
5) Based on a numerical comparison of the 
results with prior known defects hazard classes 
it was verified that the proposed method allows 
to effectively determine the hazard class of 
evolving defects in construction facilities and 
detect the processes of their evolution. 
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1. INTRODUCTION 
 
The issue of strength gain of monolithic struc-
tures is fundamental for the construction indus-
try. It has long been established that strength 
directly depends on the holding temperature of 
monolithic structures [1]. Many methods have 
been proposed for calculating thermal fields and 
strength, but all the proposed methods are either 
approximate or complex and voluminous for use 
in a construction site for people without higher 
mathematical education [2,3,4]. A new look at 
the problem has appeared thanks to the method 
of group analysis. 
The method of group analysis of differential 
equations, proposed in the middle of the last 
century [5,6] for solving applied problems us-
ing nonlinear differential equations, made it 
possible to obtain simple and convincing de-
pendences for modeling temperature condi-
tions during heat treatment of concrete harden-
ing in building structures at negative tempera-
tures. 
The key parameters of the submodels obtained 
from the basic nonlinear differential equation 
of heat conduction are a parameter characteriz-
ing the inhomogeneity of the rod and a param-
eter characterizing the nonlinearity of the pro-
cess. These parameters depend on many fac-
tors. Finding them and matching them for dif-
ferent conditions, for each submodel, will de-
termine its applicability for solving practical 
problems. 

After analyzing the 13 proposed submodels 
[7,8], 6 were selected that are most suitable for 
assessing the thermal processes occurring in the 
concrete of an extended structure of the "col-
umn" type. These are submodels #1,2,3,7,10,11. 
Parameters were determined experimentally for 
various ambient temperatures and electric power 
during heating. 
 
 
2. RESEARCH AND RESULTS 
 
Based on preliminary experiments [9, 10], 
which demonstrated the prospects of the study, 
a decision was made on the need for a system 
of experiments for a more structured analysis. 
Laboratory tests were carried out in a freezer 
with a constant temperature, the values of 
which during one experiment did not deviate 
from the set temperature by more than 0.2 ° C, 
which confirms the ideal conditions for the 
experiment. 
For the experiment, a column model was pre-
pared, consisting of a formwork structure 
made of FSF18 laminated plywood, 18 mm 
thick, reinforcing cage, 6 mm thick rods. As a 
concrete mixture for the possibility of repeated 
experiments, a model body was used, the char-
acteristics of which are shown in Table 1. As a 
heating element, a PNSV 1.8mm heating wire 
(GOST TU 16.K71-013-88) was used. 

 

Alexander A. Lazarev



117Volume 17, Issue 4, 2021

 
  

:  
,  . 

 
 
 
 

1. INTRODUCTION 
 
The issue of strength gain of monolithic struc-
tures is fundamental for the construction indus-
try. It has long been established that strength 
directly depends on the holding temperature of 
monolithic structures [1]. Many methods have 
been proposed for calculating thermal fields and 
strength, but all the proposed methods are either 
approximate or complex and voluminous for use 
in a construction site for people without higher 
mathematical education [2,3,4]. A new look at 
the problem has appeared thanks to the method 
of group analysis. 
The method of group analysis of differential 
equations, proposed in the middle of the last 
century [5,6] for solving applied problems us-
ing nonlinear differential equations, made it 
possible to obtain simple and convincing de-
pendences for modeling temperature condi-
tions during heat treatment of concrete harden-
ing in building structures at negative tempera-
tures. 
The key parameters of the submodels obtained 
from the basic nonlinear differential equation 
of heat conduction are a parameter characteriz-
ing the inhomogeneity of the rod and a param-
eter characterizing the nonlinearity of the pro-
cess. These parameters depend on many fac-
tors. Finding them and matching them for dif-
ferent conditions, for each submodel, will de-
termine its applicability for solving practical 
problems. 

After analyzing the 13 proposed submodels 
[7,8], 6 were selected that are most suitable for 
assessing the thermal processes occurring in the 
concrete of an extended structure of the "col-
umn" type. These are submodels #1,2,3,7,10,11. 
Parameters were determined experimentally for 
various ambient temperatures and electric power 
during heating. 
 
 
2. RESEARCH AND RESULTS 
 
Based on preliminary experiments [9, 10], 
which demonstrated the prospects of the study, 
a decision was made on the need for a system 
of experiments for a more structured analysis. 
Laboratory tests were carried out in a freezer 
with a constant temperature, the values of 
which during one experiment did not deviate 
from the set temperature by more than 0.2 ° C, 
which confirms the ideal conditions for the 
experiment. 
For the experiment, a column model was pre-
pared, consisting of a formwork structure 
made of FSF18 laminated plywood, 18 mm 
thick, reinforcing cage, 6 mm thick rods. As a 
concrete mixture for the possibility of repeated 
experiments, a model body was used, the char-
acteristics of which are shown in Table 1. As a 
heating element, a PNSV 1.8mm heating wire 
(GOST TU 16.K71-013-88) was used. 

 

Table 1. Materials 

Materials 

Consumption of materials for 1 
m3  
Standard con-

 Model body 

Diabase crushed stone FR 5-20. GOST 10268-70 1250 1250 
grain= 

1.8. GOST 10268-70 530 530 

Portland cement M 400. GOST 10178-68 450 - 
Crushed sand (Sunit = 2900 cm2/g) - 450 
Industrial water GOST 2874-54 180 180 
Bulk weight of concrete / model body, kg/m3 2410 2410 

 
In order to establish the regularity of the distri-
bution of the values of the empirical coefficients 
of the method of group analysis, a series of ex-
periments were carried out under different con-
ditions: at each steady- -

- -
out with different heating power: 56 W, 108 W, 
176 W. The section of the column model and the 
composition of the model body remained the 
same. 
The heating wire was connected to an electrical 
network with a voltage of 220 V. The electrical 
power was changed using a laboratory auto-
transformer AOSN-20-220-75UHL4 (GOST 
15150-69). The power was kept constant 
throughout the experiment. Power measure-
ments were carried out using periodic monitor-
ing of the current and voltage using a voltamme-
ter. The measurements were made at different 
loads of the laboratory's electrical network. The 
limiting power fluctuations did not exceed 2 W, 
which indicates the reliability of the experiments 
being carried out. 
Experiments, the error of which went beyond the 
specified limits of the error of power and tem-
perature due to failures, according to the indica-
tions of the thermodat and personal control, 
were excluded from the processing of the results 
of the experiments. 
With a view to generate data for the possibility 
of further research, 7 chromel-copel thermocou-
ples were installed, located in the center of the 
structure along its central rod. To process the 

experiments, we used one thermocouple located 
in the center of the structure. The rest of the 
thermocouples were used to assess the likeli-
hood of the main thermocouple, as well as to 
investigate the second phase - temperature prop-
agation along the structure (See Fig. 1). 
 

 
Figure 1. Schematic of the column model. 1 - 

chromel-copel thermocouples, 2 - heating wire, 
3 - reinforcing cage, 4 - model body, 5 - model 

formwork 
 
When processing these experiments, thermo-
couples located at the centers of the faces of the 
column model and in the corners (critical points 
of a monolithic structure during heating) were 
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not used to narrow the studied boundaries of 
applicability of the method of group analysis of 
differential equations. In the case of a positive 
verification of the theory in laboratory tests and 
confirmation by a production experiment, the 
theory needs to be tested at critical points to cre-
ate guidelines for the application of the group 
analysis method. 
The results obtained in the laboratory were pro-
cessed using the Maple software package togeth-
er with the selection of coefficients, depending on 
the theoretical equation. The coefficients were 
selected depending on the best convergence of 
the theoretical and experimental curves of tem-
perature rise and fall in the column body model. 
The results of processing the T1 submodel ac-
cording to the experimental data are shown in 
Table 2. 

The results of processing the T2 submodel ac-
cording to the experimental data are shown in 
Table 3. 
The results of processing the T3 submodel ac-
cording to the experimental data are shown in 
Table 4. 
The results of processing the T7 submodel ac-
cording to the experimental data are shown in 
Table 5. 
The results of processing the T10 submodel ac-
cording to the experimental data are shown in 
Table 6. 
The results of processing the T11 submodel ac-
cording to the experimental data are shown in 
Table 7. 
 

 

Table 2. Empirical coefficients submodel T1 

  

Temperature  Coefficients Temperature  Coefficients 
  1   1 

Low power case 56W 
0 10 3,5 1,53 0 1,6 3 7 
-5 7,7 3,3 1,68 -5 1 2 3 
-10 3,1 3,3 1,8 -10 - - - 
-15 - - - -15 1 1,1 4 
Medium power case 108W  
0 9 3,24 1,37 0 1,2 2,5 7 
-5 6 2,9 2,15 -5 1 2,25 7 
-10 2,4 2,37 1,36 -10 1 2 6 
-15 1,85 1,66 1,42 -15 - - - 
High Power Case 176W 
0 6 1,63 1,24 0 0,8 2 8 
-5 4,5 3,9 1,45 -5 0,4 2 6 
-10 1,75 1,64 1,51 -10 0,4 2,25 16 
-15 1,8 1,95 1,58 -15 - - - 
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Table 3. Empirical coefficients submodel T2 

  

Temperature  Coefficients Temperature  Coefficients 
    

Low power case 56W 
0 1,43 -0,475 0 14 1,5 
-5 1,13 -0,745 -5 14,5 1,5 
-10 0,83 -1,045 -10 - - 
-15 - - -15 15 1,5 
Medium power case 108W 
0 1,03 -0,855 0 16,5 1,5 
-5 0,5 -1,105 -5 16,45 1,5 
-10 0,41 -1,27 -10 15 1,5 
-15 0,28 -1,29 -15 - - 
High Power Case 176W 
0 0,5 -1,03 0 18 1,5 
-5 0,11 -1,2 -5 16,5 1,5 
-10 0,04 -1,29 -10 16,5 1,4 
-15 0,01 -1,305 -15 - - 

 

Table 4. Empirical coefficients submodel T3 

  

Temperature  Coefficients Temperature  Coefficients 
  2   2 

Low power case 56W 
0 6 4 4,4 0 3 1 0,33 
-5 6 4 3,5 -5 3 1 0,39 
-10 6 4 2,3 -10 - - - 
-15 - - - -15 3 1 0,153 
Medium power case 108W 
0 6 4 8,45 0 3 1 0,375 
-5 6 4 7,85 -5 3 1 0,4 
-10 6 4 5,5 -10 3 1 0,68 
-15 6 4 5,5 -15 - - - 
High Power Case 176W 
0 6 4 12 0 3 1 0,41 
-5 6 4 15,5 -5 3 1 0,62 
-10 6 4 11 -10 3 1 0,7 
-15 6 4 4,95 -15 - - - 

 



119Volume 17, Issue 4, 2021

not used to narrow the studied boundaries of 
applicability of the method of group analysis of 
differential equations. In the case of a positive 
verification of the theory in laboratory tests and 
confirmation by a production experiment, the 
theory needs to be tested at critical points to cre-
ate guidelines for the application of the group 
analysis method. 
The results obtained in the laboratory were pro-
cessed using the Maple software package togeth-
er with the selection of coefficients, depending on 
the theoretical equation. The coefficients were 
selected depending on the best convergence of 
the theoretical and experimental curves of tem-
perature rise and fall in the column body model. 
The results of processing the T1 submodel ac-
cording to the experimental data are shown in 
Table 2. 

The results of processing the T2 submodel ac-
cording to the experimental data are shown in 
Table 3. 
The results of processing the T3 submodel ac-
cording to the experimental data are shown in 
Table 4. 
The results of processing the T7 submodel ac-
cording to the experimental data are shown in 
Table 5. 
The results of processing the T10 submodel ac-
cording to the experimental data are shown in 
Table 6. 
The results of processing the T11 submodel ac-
cording to the experimental data are shown in 
Table 7. 
 

 

Table 2. Empirical coefficients submodel T1 

  

Temperature  Coefficients Temperature  Coefficients 
  1   1 

Low power case 56W 
0 10 3,5 1,53 0 1,6 3 7 
-5 7,7 3,3 1,68 -5 1 2 3 
-10 3,1 3,3 1,8 -10 - - - 
-15 - - - -15 1 1,1 4 
Medium power case 108W  
0 9 3,24 1,37 0 1,2 2,5 7 
-5 6 2,9 2,15 -5 1 2,25 7 
-10 2,4 2,37 1,36 -10 1 2 6 
-15 1,85 1,66 1,42 -15 - - - 
High Power Case 176W 
0 6 1,63 1,24 0 0,8 2 8 
-5 4,5 3,9 1,45 -5 0,4 2 6 
-10 1,75 1,64 1,51 -10 0,4 2,25 16 
-15 1,8 1,95 1,58 -15 - - - 

 
 

Table 3. Empirical coefficients submodel T2 

  

Temperature  Coefficients Temperature  Coefficients 
    

Low power case 56W 
0 1,43 -0,475 0 14 1,5 
-5 1,13 -0,745 -5 14,5 1,5 
-10 0,83 -1,045 -10 - - 
-15 - - -15 15 1,5 
Medium power case 108W 
0 1,03 -0,855 0 16,5 1,5 
-5 0,5 -1,105 -5 16,45 1,5 
-10 0,41 -1,27 -10 15 1,5 
-15 0,28 -1,29 -15 - - 
High Power Case 176W 
0 0,5 -1,03 0 18 1,5 
-5 0,11 -1,2 -5 16,5 1,5 
-10 0,04 -1,29 -10 16,5 1,4 
-15 0,01 -1,305 -15 - - 

 

Table 4. Empirical coefficients submodel T3 

  

Temperature  Coefficients Temperature  Coefficients 
  2   2 

Low power case 56W 
0 6 4 4,4 0 3 1 0,33 
-5 6 4 3,5 -5 3 1 0,39 
-10 6 4 2,3 -10 - - - 
-15 - - - -15 3 1 0,153 
Medium power case 108W 
0 6 4 8,45 0 3 1 0,375 
-5 6 4 7,85 -5 3 1 0,4 
-10 6 4 5,5 -10 3 1 0,68 
-15 6 4 5,5 -15 - - - 
High Power Case 176W 
0 6 4 12 0 3 1 0,41 
-5 6 4 15,5 -5 3 1 0,62 
-10 6 4 11 -10 3 1 0,7 
-15 6 4 4,95 -15 - - - 

 

The Technology of Winter Concreting of Monolithic Frame Structures with Substantiation of Heat Treatment Modes
by Solutions of the Differential Equation of Thermal Conductivity Obtained by the Method of Group Analysis



120 International Journal for Computational Civil and Structural Engineering

Table 5. Empirical coefficients submodel T7 

  

Temperature  Coefficients Temperature  Coefficients 
 5   5 

Low power case 56W 
0 1,4 1 0,2 0 1,4 1 0,63 
-5 1,4 1 0,7 -5 1,4 1 0,645 
-10 1,4 1 0,17 -10 - - - 
-15 - - - -15 1,4 1 0,68 
Medium power case 108W 
0 1,4 1 0,64 0 1,4 1 0,86 
-5 1,4 1 0,5 -5 1,4 1 0,93 
-10 1,4 1 0,52 -10 1,4 1 1,33 
-15 1,4 1 0,65 -15 - - - 
High Power Case 176W 
0 1,4 1 0,8 0 1,4 1 1,34 
-5 1,4 1 1,15 -5 1,4 1 2,29 
-10 1,4 1 0,85 -10 1,4 1 1,265 
-15 1,4 1 5 -15 - - - 

 

Table 6. Empirical coefficients submodel T10 

  

Temperature  Coefficients Temperature  Coefficients 
 8 9  8 9 

Low power case 56W 
0 1,65 5 6 0 1,5 3 2 
-5 2 3 4 -5 1,3 3 2 
-10 2 1 2 -10 - - - 
-15 - - - -15 1,25 -1 1 
Medium power case 108W 
0 1,45 6 7 0 1,3 4 3 
-5 1,5 4 5 -5 1,25 4 3 
-10 1,55 2 3 -10 1,15 5 4 
-15 1,6 12 12 -15 - - - 
High Power Case 176W 
0 1,4 7 8 0 1,25 4 3 
-5 1,25 5 6 -5 1,05 5 4 
-10 1,3 3 4 -10 1,1 5 4 
-15 0,8 13 14 -15 - - - 
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-15 1,4 1 5 -15 - - - 

 

Table 6. Empirical coefficients submodel T10 

  

Temperature  Coefficients Temperature  Coefficients 
 8 9  8 9 

Low power case 56W 
0 1,65 5 6 0 1,5 3 2 
-5 2 3 4 -5 1,3 3 2 
-10 2 1 2 -10 - - - 
-15 - - - -15 1,25 -1 1 
Medium power case 108W 
0 1,45 6 7 0 1,3 4 3 
-5 1,5 4 5 -5 1,25 4 3 
-10 1,55 2 3 -10 1,15 5 4 
-15 1,6 12 12 -15 - - - 
High Power Case 176W 
0 1,4 7 8 0 1,25 4 3 
-5 1,25 5 6 -5 1,05 5 4 
-10 1,3 3 4 -10 1,1 5 4 
-15 0,8 13 14 -15 - - - 

 

Table 7. Empirical coefficients submodel T11 

  

Temperature  Coefficients Temperature  Coefficients 
 10 11  10 11 

Low power case 56W 
0 1,6 2 5 0 1,5 5 8 
-5 1,8 2 5 -5 1,3 6 9 
-10 2,1 2 5 -10 - - - 
-15 - - - -15 1,2 2 2 
Medium power case 108W 
0 1,32 2 5 0 1,3 5 9 
-5 1,36 2 5 -5 1,2 6 9 
-10 1,515 2 5 -10 1,1 6 11 
-15 1,54 2 5 -15 - - - 
High Power Case 176W 
0 1,16 2 5 0 1,2 5 7 
-5 1,18 2 5 -5 1,05 7 13 
-10 1,245 2 5 -10 1 8 9 
-15 1,265 2 5 -15 - - - 

 
 
3. CONCLUSION 
 
Drawing a conclusion based on the processing 
of experimental data according to the criteria: 
the percentage of discrepancy, the approximate 
dependence in the values of the coefficients, we 
can say that only three of the submodels pre-
sented have demonstrated a satisfactory result 
and are recommended for experimental verifica-
tion by a series of experiments on the construc-
tion site in real conditions: 
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This clearly demonstrates their applicability for 
modeling thermal processes, and hence the ac-
quisition of strength by concrete in structures of 
the "column" type. 

It should be noted that all presented sub-models 
have several dependences depending on the ini-
tial parameters of experiments, such as power 
and ambient temperature. With a view to stream-
line the results and precisely identify patterns, it 
is necessary to conduct a series of reinforcing 
experiments at the construction site to establish 
the relationship between heat treatment condi-
tions and empirical coefficients. 
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Abstract: Numerical solution of the problem for Poisson’s equation with the use of Daubechies wavelet dis-
crete-continual finite element method (specific version of wavelet-based discrete-continual finite element meth-
od) is under consideration in the distinctive paper. The operational initial continual and discrete-continual formu-
lations of the problem are given, several aspects of finite element approximation are considered. Some infor-
mation about the numerical implementation and an example of analysis are presented. 
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INTRODUCTION 
 
As is known [1], various problems of continuum 
mechanics are reduced to the Poisson equation 
and other similar equations of elliptic type [2-7]. 
Boundary value problems with the Poisson 
equation describe, in particular, a stationary 

temperature field, a stress state during torsion of 
a rod, membrane deflection, etc. In addition, the 
operator of the corresponding problem (the La-
place operator) is part of other problems that 
determine the state of structures under station-
ary and non-stationary actions.  
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Figure 1.1. About formulation of the problem (initial domain). 

 
From a mathematical point of view, it is the 
simplest qualitative analogue of other problems 
and an equivalent operator in iterative processes 
[8]. In many numerical models, at different time 
steps, it becomes necessary to solve (numerical-
ly) one or several boundary value problems for 
the Poisson equation, and in some applications 
the number of time steps during one analysis of 
the model can be of the order of thousands to 
millions or more [9]. In this regard, the objec-
tive of the distinctive paper is devoted to the 
semi-analytical method of analysis of corre-
sponding structures with constant physical and 
geometric parameters in one of the directions 
(the so-called “basic direction”) [8, 10, 11]. This 
objective seems to be very relevant. The consid-
ering method is semi-analytical in the sense that 
along the basic direction of the structure the 
problem remains continual and its exact analyti-
cal solution is constructed, while in another, 
non-basic direction, a numerical approximation 
is performed. In general, this paper continues a 
series of papers devoted to the research and de-
velopment of various wavelet-based versions of 
the discrete-continuous finite element method. 
In the theory of boundary value problems for 
the Poisson and Laplace equations, several clas-
sical well-tested solution methods are normally 
used [2, 12-14], which, in particular, include 
method of separation of variables or Fourier 
method, Green's function method and a method 

of reducing boundary value problems for the 
Laplace equation to integral equations using po-
tential theory. 
Besides, numerical methods (finite element 
method, boundary element method, finite differ-
ence method, variational-difference method, fi-
nite volume method, method of point field 
sources, fast Fourier transform method using 
parallel computations ( with the implementation 
on the cores of the central processor and on 
graphic processors (GPU), etc.) for solving the 
Poisson equation are normally used [9, 15, 16]. 
 
 
1. FORMULATIONS OF THE PROBLEM 
 
Formulation of the problem has the form (Fig-
ure 1.1): 
 

FL u ~ ,   110 x ,   220 x  ;   (1.1) 
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Figure 2.1. Finite element discretication for 4kN  (sample). 

 
where L  is the operator of the problem within 
the initial domain; ),( 21 xx  is the characteristic 
function of the domain; ),( 21 xx  is the delta-
function of the boundary. 
Let 2x  be direction along which parameters of 
the problem are constant (so-called “main direc-
tion”). Let us introduce the following notations 
 

1L ;    112L ;            (1.7) 
uuv 2 ;   vv 2 .          (1.8) 

 
Then we can rewrite (1.1) in the following form: 
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where E  is identity operator. 
Finally we obtain system of differential equa-
tions with operational coefficients: 
 

FULU ~~ ,               (1.12) 
 
where 
 

0
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EL ; FLF 1

1

0~ ; v
uU ;  (1.13) 

v
u

v
uUU

2

2
2 .         (1.14) 

 
The system of equations (1.12) is supplemented 
by boundary conditions, which are set in sec-
tions with coordinates 01

2x  and 2
2
2x . 

For instance, for )( 2xU  from the system of 
equations (1.12) we have 
 

0)()0( 2UU .             (1.15) 
 
 
2. SOME ASPECTS OF THE FINITE 

ELEMENT APPROXIMATION 
 
Let us divide the interval ),0( 1  segment into 

eN  parts (elements). Therefore ee Nh /1  is 
the length of the element. Besides, let us also 
divide each element into kN  parts (for instance, 

4kN  (Figure 2.1)). Let us use the following 
notation system: ei  is the element number; 

)(1 eix  is the coordinate of the starting point of 
the ei -th element; )(5 eix  is the coordinate of the 
end point of the ei -th element. Let )( 2xui  and 

)( 2xvi  ( 5,4,3,2,1i ) be unknowns per element. 
Thus, the number of unknowns is equal to N2 , 
where 5N . The number of boundary nodes is 
equal to 1eb NN . The number of inner 
nodes for all elements is equal to 

)1( kep NNN . Thus, the total (global) num-
ber of unknowns for such approximation is 
equal to )(2 bpg NNN . 
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Let us introduce local coordinates for arbitrary 
element 
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(2.1) 

 
In this case, we have the following relations: 
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In order to construct the local stiffness matrix 
corresponding to the operator 2L  (formula 
(1.7)), we consider the bilinear form taking into 
account relations (2.2) 
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where )(5)(1 ee ii xxx ; 10 t ; )(s  is 
Daubechies scaling function, psup],0[ N . 
Let us substitute (2.4) and (2.5) into (2.3): 
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Let us define the parameters k  through the 
nodal unknowns on the element: 
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We can rewrite (2.9) in matrix form: 
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Figure 3.1. Daubechies scaling function. 

 
We can also get 
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where 
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is the local stiffness matrix. 
 
 
3. NUMERICAL IMPLEMENTATION 
 
The presented algorithm can be implemented 
using MATLAB software tools. In particular, 
the call to the standard function 

 
wavefun('db8',0) 

 
allows to obtain the values of the Daubechies 
scaling function [17-32]  (Figure 3.1) on the 
interval (segment)  psup]15 ,0[  with a step 

82256/1th . Let us denote 82256tN . 
For the value under consideration ( 5N ) we 
can use the first 1NNN tl  values deter-
mined on the interval ]5,0[],0[ N . With such 
a small step, we find it will natural to compute 
the derivatives (Figure 3.2) in the form of finite 
differences: 
 

t

kk
kk h

dt
2

)( 11 ,   lNk ,...,2,1 , 

(3.1) 
 
where we have )( kk t  and tk hkt . If 

]19,0[kt  then 0)( kk t . 
When computing the coefficients of the local 
stiffness matrix (formula (2.7)), one can use the 
simplest quadrature formulas for numerical in-
tegration, in particular, the formula for “mean” 
rectangles with a step th2 . 
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Figure 3.2. The first direvative (finite-difference) of Daubechies scaling function. 

 
4. EXAMPLE OF ANALYSIS 
 
For the numerical implementation, let us set, in 
particular, the following numerical parameters: 
 

100P ;   0.21 ;   6.22 . 
 
Let 16eN  be the number of elements (finite 
elements). Then the total number of nodal points 
in the discrete direction is equal to 
 

65171631 bp NNN . 
 
Then the total number of unknowns is equal to 
 

1302 1NN g . 
 
The length of the element is equal to 
 

125.016/2/1 ee Nh . 
 
The distance between the coordinates of the 
nodes is equal to 
 

03125.04/125.04/ep hh . 
 

For comparison (verification purpose), we can 
use the variational-difference discrete-continual 
method with a step of discretization ph  along the 
discrete direction 1x . 
Graphical comparison of the corresponding re-
sults is presented at Figure 4.1, where we use the 
following notation system: Udb is the result ob-
tained using the Daubechies scaling function; 
Uvr is the result obtained on the basis of the var-
iational-difference method; d1U is a finite-
difference analogue of the derivative with a step; 
d2U is derivative, vu2 ; 03125.01 phh  
and 1.02h  are steps for visualization of results 
along directions 1x  and 2x  respectively. 
As researcher can see, the results obtained are 
almost completely identical.  
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the reliability of the system, and therefore it is necessary to analyze the rate of loss of resistance of load-bearing 
structures. However, probabilistic considerations were not enough due to the lack of reliable statistical data in the area 
of extreme sections of the distribution curves and a number of other circumstances (features of control procedures, 
different behavior of the material in the structure and in the samples, etc.). This paper analyzes some fundamental issues  
that should be solved when developing the method for the nonlinear analysis.  
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INTRODUCTION 
 
This year marks 70 years since the release of the 
fundamental book [1], where the limit state 
design method was presented to the engineering 
community, which was soon adopted as the 
basis for design codes. This method became an 
ideological basis for the formulation of the 
structural reliability requirements, and in this 
capacity it was used in the reliability theory that 

appeared in the 50s. The issues of the formation 
and development of the theory of reliability of 
buildings and structures have been repeatedly 
considered and analyzed by various authors [2], 
[3], [4], but the limit state design method itself 
has not been subjected to such analysis, 
although the history of its development is no 
less informative. 
The practical implementation of the ideological 
basis of the method, which was related to a 
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number of not always explicitly formulated 
assumptions, required additional research to 
substantiate them. In some cases, this kind of 
research has indeed confirmed the accepted 
approach. However, it often led to the 
conclusion that adjustments and clarifications 
were in fact necessary.  
That is actually what the development process 
and the resulting procedures for improving the 
codes were all about. In this paper, we will 
consider some fundamental issues related to the 
refinement or correction of the basic ideas of the 
limit state design method, both taken into 
account in the mentioned series of design codes, 
and those under discussion [5], [6]. We mainly 
consider the Ukrainian and Russian experience, 
although it should be noted that many of the 
issues discussed below have found their solution 
in Eurocodes [7], often in a different form. 
 
 
METHODS 
 
This work is based on the analysis of various 
sources describing an approach to the problem 
of design justification of reliability and safety of 
buildings and structures using the limit state 
design method. It focuses on the fundamentals 
of the design codes which indicate the goals and 
determine the approach for solving this 
problem. The paper considers the history of 
their development and works with proposals for 
improving the LSDM and its justification [8, 9, 
10], as well as the ways of their implementation 
in SCAD, LIRA, MicroFE. After all, it is the 
software implementation that is one of the best 
ways to identify inconsistencies and 
contradictions, if there are any in the codes. 
One of the important sources of a critical 
approach to standards and their assessment was 
a design code I have a developed [11] devoted 
to the general principles of ensuring the 
reliability and safety of buildings and structures, 
as well as to the implementation of standard 
requirements in SCAD [12]. 
 
 

RESULTS 
 
The issues discussed below are related to certain 
key aspects of the limit state design method. Not 
only do they reflect the history of its formation 
and development, but also highlight the 
problems that need to be resolved. 
The limit state design method is based on the 
following: 
 of all possible technical states of the operated 

structure, only its limit states are analyzed;  
 the general safety factor is represented by a 

product of partial factors, each one related to a 
certain physical phenomenon (loading, 
resistance, simplification of the design model, 
etc.); 
 values of the partial safety factors are 

substantiated by statistical data on the 
variability of the corresponding physical 
parameters. 
Let us consider some clarifications, 
modification and adjustments of the design 
codes. In total, since 1954 there have been six 
versions of the fundamental design code [13], 
[14], [15], [16], [17], [18] and some changes 
were introduced into their texts. 

Analysis of Fixed States of the System 
This method is based on the idea of performing 
a detailed analysis only for the limit states of the 
structure, while almost completely ignoring all 
other structural states, which, by the way, 
correspond to the majority of the operating time. 
It is at this time that many destructive changes 
occur (corrosion, fatigue accumulation, erosion, 
etc.).  
Besides the known advantages, this approach 
has a serious disadvantage. If, for example, we 
consider the strength condition as one of the 
limit states and design the structure ensuring 
that this condition is not violated during the 
entire service life with a certain degree of 
confidence, we know almost nothing about the 
level of actual stresses corresponding to the 
normal (non-limit) state under the most frequent 
operating conditions. 



135Volume 17, Issue 4, 2021

THE HISTORY OF THE LIMIT STATE DESIGN METHOD 
 

Anatoly V. Perelmuter 
SCAD Soft Ltd., Kyiv, UKRAINE 

 
Abstract. This paper analyzes the 70-year history of development of the limit state design method (LSDM) focusing on 
the fundamentals of the design codes based on this method and considers proposals for improving the LSDM and its 
justification. It was also noted that the reaction of the system in any of its fixed states is not always sufficient to assess 
the reliability of the system, and therefore it is necessary to analyze the rate of loss of resistance of load-bearing 
structures. However, probabilistic considerations were not enough due to the lack of reliable statistical data in the area 
of extreme sections of the distribution curves and a number of other circumstances (features of control procedures, 
different behavior of the material in the structure and in the samples, etc.). This paper analyzes some fundamental issues  
that should be solved when developing the method for the nonlinear analysis.  
 

Keywords: structural design, limit state design method, computing, reliability theory. 
 
 

 
 

 
SCAD Soft Ltd., ,  

 
.  70-

 

 
 

  
 

:  ,  ,  . 
 
 

 
INTRODUCTION 
 
This year marks 70 years since the release of the 
fundamental book [1], where the limit state 
design method was presented to the engineering 
community, which was soon adopted as the 
basis for design codes. This method became an 
ideological basis for the formulation of the 
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refinement or correction of the basic ideas of the 
limit state design method, both taken into 
account in the mentioned series of design codes, 
and those under discussion [5], [6]. We mainly 
consider the Ukrainian and Russian experience, 
although it should be noted that many of the 
issues discussed below have found their solution 
in Eurocodes [7], often in a different form. 
 
 
METHODS 
 
This work is based on the analysis of various 
sources describing an approach to the problem 
of design justification of reliability and safety of 
buildings and structures using the limit state 
design method. It focuses on the fundamentals 
of the design codes which indicate the goals and 
determine the approach for solving this 
problem. The paper considers the history of 
their development and works with proposals for 
improving the LSDM and its justification [8, 9, 
10], as well as the ways of their implementation 
in SCAD, LIRA, MicroFE. After all, it is the 
software implementation that is one of the best 
ways to identify inconsistencies and 
contradictions, if there are any in the codes. 
One of the important sources of a critical 
approach to standards and their assessment was 
a design code I have a developed [11] devoted 
to the general principles of ensuring the 
reliability and safety of buildings and structures, 
as well as to the implementation of standard 
requirements in SCAD [12]. 
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key aspects of the limit state design method. Not 
only do they reflect the history of its formation 
and development, but also highlight the 
problems that need to be resolved. 
The limit state design method is based on the 
following: 
 of all possible technical states of the operated 

structure, only its limit states are analyzed;  
 the general safety factor is represented by a 

product of partial factors, each one related to a 
certain physical phenomenon (loading, 
resistance, simplification of the design model, 
etc.); 
 values of the partial safety factors are 

substantiated by statistical data on the 
variability of the corresponding physical 
parameters. 
Let us consider some clarifications, 
modification and adjustments of the design 
codes. In total, since 1954 there have been six 
versions of the fundamental design code [13], 
[14], [15], [16], [17], [18] and some changes 
were introduced into their texts. 

Analysis of Fixed States of the System 
This method is based on the idea of performing 
a detailed analysis only for the limit states of the 
structure, while almost completely ignoring all 
other structural states, which, by the way, 
correspond to the majority of the operating time. 
It is at this time that many destructive changes 
occur (corrosion, fatigue accumulation, erosion, 
etc.).  
Besides the known advantages, this approach 
has a serious disadvantage. If, for example, we 
consider the strength condition as one of the 
limit states and design the structure ensuring 
that this condition is not violated during the 
entire service life with a certain degree of 
confidence, we know almost nothing about the 
level of actual stresses corresponding to the 
normal (non-limit) state under the most frequent 
operating conditions. 
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The states of the structure most frequently 
occurring under the operating conditions usually 
define its durability. However, the following 
structures can turn out to be almost equivalent 
according to the limit state analysis:  
 a dam with a normal loading not far from the 

allowable value (for example, 80% of the design 
value),  
 a chimney with a very rare design load and a 

normal loading equal to, for example, 15% of 
the design value.  
Since most of the structural lifetime corresponds 
to the normal operating states, during which the 
destructive changes occur in the material (for 
example, corrosion processes or the fatigue 
accumulation), then in order to ensure 
operational reliability and durability it is 
important to perform the analysis of a structure 
that is normally operating and is far from 
exhausting its strength and stability. 
According to [19] there is a certain failure due 
to the loss of design control over the structure 
during its transition from a “healthy” (normal, 
operational) state to the limit one. It would seem 
that the serviceability limit state checks could 
eliminate this methodological failure, but the 
thing is that these are limit states as well, i.e. 
correspond to rather rare extreme structural and 
environmental parameters.  
It should be noted that the reaction of the system 
in any of its fixed states is not always sufficient 
to assess the reliability of the system under 
variable interaction with the environment. The 
simplest example of comparing two systems S1 
and S2, a graphic illustration of which is shown 
in Fig. 1 in the form of a relationship between 
the reaction F and the intensity of the action P. 
Even a slight increase in P in the S1 system 
leads to a sharp increase in the reaction, up to its 
critical value, which is not observed in the S2 
system.  
Hence, a proposal appeared to introduce the 
concept of the limit behavior of the system, 
which limits the gradient g = dF/dP [20]. 
It is easy to see that the gradient g characterizes 
the rigidity of the system, i.e. we are dealing 
with a new limit state in the form of limiting the 

rate of possible decrease in the rigidity of the 
system (loss of its resistance).  
 

 
Figure 1 

 
In fact, this approach is almost always used in 
experimental studies of the operation of a 
structure, where it is difficult (and sometimes 
impossible) to accurately capture the limit state 
and the experiment stops when, for example, 
deflections start increasing rapidly.  

Statistical Justification of the Design 
Parameters 
Since about the mid-60s, when the theory of 
reliability of building structures was actively 
developed, the limit state design method has 
been perceived as a tool for ensuring reliability. 
This was clearly indicated in GOST 27751-88. 
In accordance with Sec. 1.5 of this document, 
the limit state design is performed in order to 
ensure the reliability of a building or structure 
throughout the entire service life, as well as 
during the construction. The design values of 
loads or forces caused by them, stresses, 
deformations, displacements, crack opening 
widths must not exceed the corresponding limit 
values established by the design codes. 
Since it is not possible to determine the 
reliability of the entire structure due to its 
extreme complexity, the reliability of the entire 
structure is determined by the reliability of its 
individual members. In fact, element-by-
element analysis is performed, and the required 
reliability (probability of failure-free operation) 
of each individual element is provided. This 

element-by-element check according to the 
weakest-link method assigns the entire structure 
a topology of series-connected members, which 
in reality is not always the case. As a result, it 
is impossible to determine the actual value of 
the reliability of the designed structure.  
This fact reflects a logical contradiction in 
assessing reliability using the limit state design 
method, since reliability is the ability to fulfill 
the functional purpose, and it is normalized not 
by this indicator, but by the absence of failures.   
The reliability of building structures is 
determined using the probabilistic approach [21], 
[22], [23]. Moreover, it is widely believed that 
only the probabilistic description of the structural 
behavior makes it possible to assess the 
reliability of buildings. And the limit state design 
method itself was created under the prevailing 
influence of the problem of random variability of 
the loading and resistance parameters of the 
structure. For example, when the method had just 
been created, the design values of the resistances 
were treated as statistically justified. However, 
due to the lack of reliable statistical data in the 
area of extreme sections of the distribution 
curves and a number of other circumstances 
(features of control procedures, different 
behavior of the material in the structure and in 
the samples, etc.), in 1971 it was decided that 
probabilistic considerations were not enough to 
justify the design resistances [9]. 
This process turned out to be uncontrollable, 
and today it is already difficult to say which of 
the partial safety factors, and to what extent, are 
not statistically justified, but are based on other 
considerations. 

Reliability Management 
The reliability requirements should obviously be 
formulated based on the actual facility (its 
importance, etc.). Hence, a reliability 
management mechanism is required. 
In fact, management is implemented by using 
different design values for the considered 
actions (the higher the importance the higher the 
value), and assuming different service life. The 
differentiation of the approach was used in the 
limit state design method from the very 

beginning and was reduced to taking into 
account the differences between permanent and 
temporary structures, and to the use of various 
design combinations of loads (main, additional, 
special).  
The direct mechanism of reliability management 
was introduced in 1981 and it lied in allowing 
for the importance of the structure, while all 
facilities were divided according to this criterion 
into three classes [24]: increased, normal and 
reduced levels of importance. The purpose of 
such a differentiation of reliability is the socio-
economic optimization of resources used in 
construction taking into account the expected 
consequences of failure and the cost of 
construction. And the mechanism for allowing 
for the importance level was implemented in the 
form of another partial safety factor, which was 
introduced as a factor to the load effect. 
Differentiation by class of importance was also 
used in relation to other aspects of ensuring the 
reliability of structures. Importance classes are 
involved, for example, in the engineering 
research and even in the applied calculation 
procedure (the linear spectral analysis or the 
analysis based on accelerograms), as is 
customary when checking the seismic response. 
In relation to a structure or a structural member, 
reliability is considered as the ability not to 
reach a limit state over a certain period of time. 
Another parameter used in the reliability 
management is the design service life of the 
structure. It determines that during this period of 
time, the structure or its part should be used for 
its intended purposes with the necessary 
maintenance, but without large-scale repair 
work. This parameter is taken into account 
when developing measures to ensure the 
durability of structures and their foundations 
[18] or when assigning design values of climatic 
actions, as provided, for example, by the codes 
of Ukraine [11].  

Post-critical Behaviour of a Structure 
Considering the limit state as a critical and 
absolutely unacceptable design case, which 
underlay the classical version of the limit state 
design method, did not take into account the 
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occurring under the operating conditions usually 
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that the serviceability limit state checks could 
eliminate this methodological failure, but the 
thing is that these are limit states as well, i.e. 
correspond to rather rare extreme structural and 
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It should be noted that the reaction of the system 
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variable interaction with the environment. The 
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and S2, a graphic illustration of which is shown 
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the reaction F and the intensity of the action P. 
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leads to a sharp increase in the reaction, up to its 
critical value, which is not observed in the S2 
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Hence, a proposal appeared to introduce the 
concept of the limit behavior of the system, 
which limits the gradient g = dF/dP [20]. 
It is easy to see that the gradient g characterizes 
the rigidity of the system, i.e. we are dealing 
with a new limit state in the form of limiting the 

rate of possible decrease in the rigidity of the 
system (loss of its resistance).  
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In fact, this approach is almost always used in 
experimental studies of the operation of a 
structure, where it is difficult (and sometimes 
impossible) to accurately capture the limit state 
and the experiment stops when, for example, 
deflections start increasing rapidly.  

Statistical Justification of the Design 
Parameters 
Since about the mid-60s, when the theory of 
reliability of building structures was actively 
developed, the limit state design method has 
been perceived as a tool for ensuring reliability. 
This was clearly indicated in GOST 27751-88. 
In accordance with Sec. 1.5 of this document, 
the limit state design is performed in order to 
ensure the reliability of a building or structure 
throughout the entire service life, as well as 
during the construction. The design values of 
loads or forces caused by them, stresses, 
deformations, displacements, crack opening 
widths must not exceed the corresponding limit 
values established by the design codes. 
Since it is not possible to determine the 
reliability of the entire structure due to its 
extreme complexity, the reliability of the entire 
structure is determined by the reliability of its 
individual members. In fact, element-by-
element analysis is performed, and the required 
reliability (probability of failure-free operation) 
of each individual element is provided. This 
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element-by-element check according to the 
weakest-link method assigns the entire structure 
a topology of series-connected members, which 
in reality is not always the case. As a result, it 
is impossible to determine the actual value of 
the reliability of the designed structure.  
This fact reflects a logical contradiction in 
assessing reliability using the limit state design 
method, since reliability is the ability to fulfill 
the functional purpose, and it is normalized not 
by this indicator, but by the absence of failures.   
The reliability of building structures is 
determined using the probabilistic approach [21], 
[22], [23]. Moreover, it is widely believed that 
only the probabilistic description of the structural 
behavior makes it possible to assess the 
reliability of buildings. And the limit state design 
method itself was created under the prevailing 
influence of the problem of random variability of 
the loading and resistance parameters of the 
structure. For example, when the method had just 
been created, the design values of the resistances 
were treated as statistically justified. However, 
due to the lack of reliable statistical data in the 
area of extreme sections of the distribution 
curves and a number of other circumstances 
(features of control procedures, different 
behavior of the material in the structure and in 
the samples, etc.), in 1971 it was decided that 
probabilistic considerations were not enough to 
justify the design resistances [9]. 
This process turned out to be uncontrollable, 
and today it is already difficult to say which of 
the partial safety factors, and to what extent, are 
not statistically justified, but are based on other 
considerations. 

Reliability Management 
The reliability requirements should obviously be 
formulated based on the actual facility (its 
importance, etc.). Hence, a reliability 
management mechanism is required. 
In fact, management is implemented by using 
different design values for the considered 
actions (the higher the importance the higher the 
value), and assuming different service life. The 
differentiation of the approach was used in the 
limit state design method from the very 

beginning and was reduced to taking into 
account the differences between permanent and 
temporary structures, and to the use of various 
design combinations of loads (main, additional, 
special).  
The direct mechanism of reliability management 
was introduced in 1981 and it lied in allowing 
for the importance of the structure, while all 
facilities were divided according to this criterion 
into three classes [24]: increased, normal and 
reduced levels of importance. The purpose of 
such a differentiation of reliability is the socio-
economic optimization of resources used in 
construction taking into account the expected 
consequences of failure and the cost of 
construction. And the mechanism for allowing 
for the importance level was implemented in the 
form of another partial safety factor, which was 
introduced as a factor to the load effect. 
Differentiation by class of importance was also 
used in relation to other aspects of ensuring the 
reliability of structures. Importance classes are 
involved, for example, in the engineering 
research and even in the applied calculation 
procedure (the linear spectral analysis or the 
analysis based on accelerograms), as is 
customary when checking the seismic response. 
In relation to a structure or a structural member, 
reliability is considered as the ability not to 
reach a limit state over a certain period of time. 
Another parameter used in the reliability 
management is the design service life of the 
structure. It determines that during this period of 
time, the structure or its part should be used for 
its intended purposes with the necessary 
maintenance, but without large-scale repair 
work. This parameter is taken into account 
when developing measures to ensure the 
durability of structures and their foundations 
[18] or when assigning design values of climatic 
actions, as provided, for example, by the codes 
of Ukraine [11].  

Post-critical Behaviour of a Structure 
Considering the limit state as a critical and 
absolutely unacceptable design case, which 
underlay the classical version of the limit state 
design method, did not take into account the 
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possibility that the transition through the 
boundary outlined by the description of the limit 
state is not always fatal (Fig. 2. ). There are the 
so-called reversible limit states, which disappear 
once the actions that have caused them are 
removed (Fig. 2.b). Deflection of an elastic 
structure is a typical example. For such states, it 
can be useful to establish not only the defining 
boundary, but also the time period during which 
the structure can be outside this boundary. 
 

 
Figure 2 

 
The design of highly directional antennas can 
serve as a typical example here, where the 
angular displacement is normalized, and its 
value directly determines the quality of radio 
transmission. If you agree to sacrifice this 
quality, for example, within 1% of the time, the 
wind load, under the action of which the 
deflection angle is determined, is reduced by 2-
3 times. 
However, consideration of a system in its post-
critical state can be related not only to the 
reversible limit states. Thus, in the classical 
approach the ultimate limit states were assumed 
to be absolute and their violation was not 
allowed. This postulate was quickly violated in 
the theory of seismic protection. 
A new definition of the concept of “limit state” 
was formulated in [25]. It was different from the 
classical one, where for the ultimate states it 
was identified with the impossibility of further 
operation of the facility. Some buildings 
damaged by an earthquake can still be operated 
after repair and restoration, so it was proposed 

to assume that they have not reached their 
ultimate limit state yet. The transition to 
multilevel seismic analysis, which implemented 
this innovation, pointed to the problem of 
formulating a series of limit states that differ in 
the degree of conservation and the possibility of 
using the facility under seismic actions of 
varying intensity (more precisely, different 
recurrence [26]). 

Nonlinear Analysis Problems 
The method was created at a time when all 
verification calculations were performed in a 
linear formulation, which significantly affected 
the technical side of the method. The 
widespread use of computer technology and the 
related increasing spread of nonlinear analysis 
indicated a number of problems that were not 
taken into account at the time [27]. 
Thus for all linear systems, the main inequality 
of the limit state design method is presented in a 
form that provides for the possibility of a 
separate description of the parameters of the 
structural behavior, depending on the load, and 
the parameters that determine the strength 
properties of the structure 
 

n fFn  mRn. 
 
However, this is not always feasible in 
nonlinear problems, where the uncertainties of 
the impact model and the resistance model can 
be closely related, for example, through the use 
of the same physical relationship  = f( ). This 
issue occurs in some linear problems as well. 
Thus, for example, the reactions of the soil and 
its resistance cannot be considered separately, 
since the active pressure of the soil and its 
resistance depend on the action. 
Checks of fulfillment of the inequalities usually 
operate not with the values of the design loads 
Fd, but with the values of the effects from these 
loads Sd (forces, stresses, displacements, etc.). 
One of the classical postulates of the limit state 
design method was the assumption of a 
deterministic and linear relationship between the 
action F and the effect of this action S. On its 

basis, the partial safety factor for load was 
attributed to the effect of the action (stress, 
displacement, internal force, etc.). It was shown 
in [28] that this postulate is not always 
applicable.    
Probabilistic characteristics Sd are often 
identified with the probabilistic characteristics 
of the load Fd, using the safety factor f for Sd, 
the value of which is determined by the 
properties of the load. However, the effect of 
the action is a function of the action itself and 
the design model, therefore its variability VS 
may differ from the characteristics of the 
variability of the action itself VF. Such a 
coincidence always takes place for a linear 
relationship between S and F, but it will no 
longer exist for a nonlinear relationship 

( )S f F . In this case the relationship between 
the rate of increase in stresses or other similar 
factors, which can be higher or lower than the 
rate of change of the external action, plays an 
important role (Fig. 3). 
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An even more complicated situation arises when 
the transition from F to S, even with a linear 
relationship S= , is such that the influence 

coefficient  turns out to be a random variable. 
A fairly typical case illustrating the last 
statement is the case of crane actions [28], when 
the design combination of loads (and the 
characteristics of the spread of their values) or 
the design combination of internal reactions of 
the system (forces, stresses, displacements) do 
not coincide. The transition from F to S takes 
place under the influence of a number of other 
random parameters, such as the random 
positions of the crane bridge on the crane girder 
and the trolley on the crane bridge. 
Consequently, the characteristics of the spread 
of the load values do not coincide with the 
similar characteristics of the load effects, which 
should actually lead to the use of different 
values of the safety factor for load (more 
precisely, for the load effect) when considering 
different problems. 

Special Limit States 
In his work [8] N.S. Streletsky pointed out two 
postulates that are inherent in the limit state 
design method: (a) the analysis is related to a 
failure-free state of structures and (b) an 
adequate structure immediately becomes 
inadequate the moment it passes the limit state. 
Ukrainian and Russian standards did not 
consider accidental situations for a long time, 
proclaiming that the considered limit states 
correspond not to accidental, but to pre-
accidental situations. The introduction in 2010 
of the third group of special limit states in 
GOST R 54257 was an attempt against the 
inviolability of these postulates.  
It is usually assumed that special limit states 
caused by special accidental actions (impacts, 
explosions, etc.) occur in the form of a local 
destruction. These special limit states are 
studied in order to assess the possibility that 
such local destruction will not lead to a general 
collapse or an unacceptably large number of 
collapses. 
In fact, we are dealing with the analysis of 
structural robustness, although this problem 
reduced to checking the ability of a damaged 
structure to perform its functions (possibly with 
some loss of quality) has been replaced by 
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possibility that the transition through the 
boundary outlined by the description of the limit 
state is not always fatal (Fig. 2. ). There are the 
so-called reversible limit states, which disappear 
once the actions that have caused them are 
removed (Fig. 2.b). Deflection of an elastic 
structure is a typical example. For such states, it 
can be useful to establish not only the defining 
boundary, but also the time period during which 
the structure can be outside this boundary. 
 

 
Figure 2 
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n fFn  mRn. 
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the design model, therefore its variability VS 
may differ from the characteristics of the 
variability of the action itself VF. Such a 
coincidence always takes place for a linear 
relationship between S and F, but it will no 
longer exist for a nonlinear relationship 
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the rate of increase in stresses or other similar 
factors, which can be higher or lower than the 
rate of change of the external action, plays an 
important role (Fig. 3). 
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Consequently, the characteristics of the spread 
of the load values do not coincide with the 
similar characteristics of the load effects, which 
should actually lead to the use of different 
values of the safety factor for load (more 
precisely, for the load effect) when considering 
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Special Limit States 
In his work [8] N.S. Streletsky pointed out two 
postulates that are inherent in the limit state 
design method: (a) the analysis is related to a 
failure-free state of structures and (b) an 
adequate structure immediately becomes 
inadequate the moment it passes the limit state. 
Ukrainian and Russian standards did not 
consider accidental situations for a long time, 
proclaiming that the considered limit states 
correspond not to accidental, but to pre-
accidental situations. The introduction in 2010 
of the third group of special limit states in 
GOST R 54257 was an attempt against the 
inviolability of these postulates.  
It is usually assumed that special limit states 
caused by special accidental actions (impacts, 
explosions, etc.) occur in the form of a local 
destruction. These special limit states are 
studied in order to assess the possibility that 
such local destruction will not lead to a general 
collapse or an unacceptably large number of 
collapses. 
In fact, we are dealing with the analysis of 
structural robustness, although this problem 
reduced to checking the ability of a damaged 
structure to perform its functions (possibly with 
some loss of quality) has been replaced by 
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checking for the absence of progressive 
(disproportionate) collapse. It should be noted 
that unlike the usual ultimate limit state 
analysis, where the local bearing capacity of a 
design section is analyzed, the concept of 
“bearing capacity” must be given a broader 
meaning and we must consider the structure as a 
whole when it comes to checking special limit 
states. However, it is much more difficult to 
formulate the criterion for reaching the limit 
state of an entire structure than of its individual 
section, and perhaps this is the reason for the 
indicated substitution.  
The fact that this approach is not always 
applicable for the problems of robustness can be 
demonstrated with an example of the structures 
of gas holders, oil reservoirs etc. If such a 
structure is damaged, for example, a small crack 
appears, collapse will not occur, but the loss of 
integrity will lead to leakage of the stored 
substance, and therefore to the loss of the 
structural function. This is a vivid example that 
the absence of progressive collapse does not yet 
guarantee robustness.  
The current state of the problem of analyzing 
special limit states does not yet have a clear 
conceptual justification. Such documents as SP 
296.1325800.2017 [29] have only identified the 
problem and given some prescription 
recommendations. A common approach that is 
applicable not only for buildings is yet to be 
developed. 
We, apparently, need a document like the General 
Safety Rules in the nuclear industry, which uses, 
for example, a principle of single failure and 
provides only rules of behavior for the beyond 
design basis accidents (notification, evacuation 
etc.), but not a requirement to resist them. 
The very concept of special action has to be 
clarified. The current rule that does not consider 
the simultaneous action of two or more special 
loads is based on the fact that such actions have 
a very short duration and the probability of 
coincidence of such intervals is negligible. 
However, even a very short action can lead to 
long lasting consequences, which might still be 
present when another special action occurs. 

Actions arising from the wetting of subsidence 
soils or their subsidence in areas of mine 
workings and in karst areas can serve as an 
example. For example, an earthquake may well 
occur in the mined territories of Kuzbass. 

Vulnerability Assessment 
The limit state design method assumes that all 
loads and actions that may occur during the life 
cycle of the designed facility are considered and 
taken into account. However, besides the 
predictable loads, there is always a possibility of 
an accidental action not predicted neither by the 
design codes nor by the designer. American 
economist Nicolas Nassim Taleb called similar 
events “black swans”1. From the point of view 
of these surprise events vulnerability of the 
design object is an important characteristic. 
Vulnerability characterizes a possibility of 
causing damages of any nature to the considered 
system by some external means or factors. 
Vulnerability is closely related to a well-known 
characteristic of “robustness” and to an 

recently suggested in [30]. The robustness is 
considered as in a manner spatial characteristic 
which shows how a local perturbation spreads 
throughout the space of the system and whether 
this local destruction can get a disproportionately 
large development “in breadth”.  
Mobilization shows the readiness and ability of 
the system to react to a local in time (pulse) 
unexpected perturbation. In both cases, the 
perturbation can be so strong that we would 
have to deal with its consequences, and its 
nature is such that it is not possible to predict 
the moment and place of its occurrence, as well 
as other quantitative characteristics. Noticeable 
absence of the structural mobilization, as well as 
insufficient robustness, should serve as a reason 
for the increased attention and use of some 
protective measures. 

 
1 Juvenal said: "rara avis in terris nigroque 

simillima cygno"(lat.) - a "good man is as rare, as a 
black swan", since there was a hypothesis that all 
swans were white. It had been correct until a black 
Australian swan was discovered in 1700. 

DISCUSSION 
 
The limit state design method is constantly 
developing, allowing and undergoing 
improvements not only in its purely technical 
aspects, but also in some ideological 
foundations. At the same time, a number of 
issues related to such changes remain 
unresolved. We will consider only some of 
them. 

 The issue about the relationship between 
probabilistic and deterministic justification of 
partial safety factors is one of the fundamental 
ones. It is generally accepted that safety margins 
are intended to prevent the five main causes of 
failure: 
(1) Loads are greater than anticipated. 
(2) Material has poorer properties than anticipated. 
(3) The theory of the considered failure mechanism 
is imperfect. 
(4) Possible unknown and therefore unaccounted 
for causes of failure. 
(5) Potential human errors (e.g. in the design). 
The first two options can, generally speaking, be 
classified as variability in design parameters, so 
they are available for probabilistic estimation. 
The last three types of failure causes operate not 
with probabilities, but with possibilities, they 
are difficult or even impossible to represent in 
probabilistic terms, and therefore they belong to 
the category of non-statistical uncertainty. 
And if we assume that the safety margin is 
intended to compensate for the main sources of 
failure, then we can assume that in the first two 
cases it is preferable to rely on probabilistic 
information. The main advantage of assigning 
safety factors on a non-statistical basis concerns 
the other three sources of failure. Therefore, the 
probabilistic approach should only be one of 
several tools for assessing reliability, and both 
approaches have their advantages, so they 
cannot be considered as mutually exclusive. 
B) The group of special limit states introduced 
quite recently, where many things remain 
unclear, requires serious improvement. For 
example, the unusually widely understood 
tendency to use the method of exclusion of a 

structural member to test the possibility of 
progressive collapse, when it turned out that all 
statically determinate design models were 
impossible to use, raises many questions. This is 
a typical example, when they are trying to 
replace the method of analyzing a dangerous 
situation with a conditional technique having a 
limited scope (not explicitly specified). 
C) In the design practice, the issues of analysis 
of load-bearing structures equipped with 
protection systems (seismic protection, fire 
protection, overload protection, etc.) are 
increasingly raised. For a load-bearing structure, 
these systems change the nature of action, their 
intensity and statistical properties. Both issues 
of checking the load-bearing capacity of a 
protected structure (what is the safety factor for 
load) and checking the protection system itself, 
which should have a certain guaranteed 
operability margin (what are the partial factors 
for such a check). 
There are other problems related to the 
development of the limit state design method as 
well. In particular, the limit states arising in the 
course of long-term degradation (corrosion, 
wear, minor mechanical damage) remain 
unknown, which we try to analyze only at the 
end of the process, when the structure is on the 
verge of failure. In particular, a problem 
formulation of limiting the degradation rate is 
possible and, consequently, the problem of 
ensuring reliability for this indicator, including 
checking the limit state for violation of this rate. 
 
 
CONCLUSIONS 
 
For construction facilities, the issues of ensuring 
their existence and use for their intended 
purpose over the past decades have been 
interpreted as a subject of study of reliability 
problems. And the issues of practical 
implementation of the recommendations 
developed by the theory of reliability, which are 
the essence of the limit state design method, 
remained outside the scientific analysis. 
Consideration of the history of improvement of 
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checking for the absence of progressive 
(disproportionate) collapse. It should be noted 
that unlike the usual ultimate limit state 
analysis, where the local bearing capacity of a 
design section is analyzed, the concept of 
“bearing capacity” must be given a broader 
meaning and we must consider the structure as a 
whole when it comes to checking special limit 
states. However, it is much more difficult to 
formulate the criterion for reaching the limit 
state of an entire structure than of its individual 
section, and perhaps this is the reason for the 
indicated substitution.  
The fact that this approach is not always 
applicable for the problems of robustness can be 
demonstrated with an example of the structures 
of gas holders, oil reservoirs etc. If such a 
structure is damaged, for example, a small crack 
appears, collapse will not occur, but the loss of 
integrity will lead to leakage of the stored 
substance, and therefore to the loss of the 
structural function. This is a vivid example that 
the absence of progressive collapse does not yet 
guarantee robustness.  
The current state of the problem of analyzing 
special limit states does not yet have a clear 
conceptual justification. Such documents as SP 
296.1325800.2017 [29] have only identified the 
problem and given some prescription 
recommendations. A common approach that is 
applicable not only for buildings is yet to be 
developed. 
We, apparently, need a document like the General 
Safety Rules in the nuclear industry, which uses, 
for example, a principle of single failure and 
provides only rules of behavior for the beyond 
design basis accidents (notification, evacuation 
etc.), but not a requirement to resist them. 
The very concept of special action has to be 
clarified. The current rule that does not consider 
the simultaneous action of two or more special 
loads is based on the fact that such actions have 
a very short duration and the probability of 
coincidence of such intervals is negligible. 
However, even a very short action can lead to 
long lasting consequences, which might still be 
present when another special action occurs. 

Actions arising from the wetting of subsidence 
soils or their subsidence in areas of mine 
workings and in karst areas can serve as an 
example. For example, an earthquake may well 
occur in the mined territories of Kuzbass. 

Vulnerability Assessment 
The limit state design method assumes that all 
loads and actions that may occur during the life 
cycle of the designed facility are considered and 
taken into account. However, besides the 
predictable loads, there is always a possibility of 
an accidental action not predicted neither by the 
design codes nor by the designer. American 
economist Nicolas Nassim Taleb called similar 
events “black swans”1. From the point of view 
of these surprise events vulnerability of the 
design object is an important characteristic. 
Vulnerability characterizes a possibility of 
causing damages of any nature to the considered 
system by some external means or factors. 
Vulnerability is closely related to a well-known 
characteristic of “robustness” and to an 

recently suggested in [30]. The robustness is 
considered as in a manner spatial characteristic 
which shows how a local perturbation spreads 
throughout the space of the system and whether 
this local destruction can get a disproportionately 
large development “in breadth”.  
Mobilization shows the readiness and ability of 
the system to react to a local in time (pulse) 
unexpected perturbation. In both cases, the 
perturbation can be so strong that we would 
have to deal with its consequences, and its 
nature is such that it is not possible to predict 
the moment and place of its occurrence, as well 
as other quantitative characteristics. Noticeable 
absence of the structural mobilization, as well as 
insufficient robustness, should serve as a reason 
for the increased attention and use of some 
protective measures. 

 
1 Juvenal said: "rara avis in terris nigroque 

simillima cygno"(lat.) - a "good man is as rare, as a 
black swan", since there was a hypothesis that all 
swans were white. It had been correct until a black 
Australian swan was discovered in 1700. 

DISCUSSION 
 
The limit state design method is constantly 
developing, allowing and undergoing 
improvements not only in its purely technical 
aspects, but also in some ideological 
foundations. At the same time, a number of 
issues related to such changes remain 
unresolved. We will consider only some of 
them. 

 The issue about the relationship between 
probabilistic and deterministic justification of 
partial safety factors is one of the fundamental 
ones. It is generally accepted that safety margins 
are intended to prevent the five main causes of 
failure: 
(1) Loads are greater than anticipated. 
(2) Material has poorer properties than anticipated. 
(3) The theory of the considered failure mechanism 
is imperfect. 
(4) Possible unknown and therefore unaccounted 
for causes of failure. 
(5) Potential human errors (e.g. in the design). 
The first two options can, generally speaking, be 
classified as variability in design parameters, so 
they are available for probabilistic estimation. 
The last three types of failure causes operate not 
with probabilities, but with possibilities, they 
are difficult or even impossible to represent in 
probabilistic terms, and therefore they belong to 
the category of non-statistical uncertainty. 
And if we assume that the safety margin is 
intended to compensate for the main sources of 
failure, then we can assume that in the first two 
cases it is preferable to rely on probabilistic 
information. The main advantage of assigning 
safety factors on a non-statistical basis concerns 
the other three sources of failure. Therefore, the 
probabilistic approach should only be one of 
several tools for assessing reliability, and both 
approaches have their advantages, so they 
cannot be considered as mutually exclusive. 
B) The group of special limit states introduced 
quite recently, where many things remain 
unclear, requires serious improvement. For 
example, the unusually widely understood 
tendency to use the method of exclusion of a 

structural member to test the possibility of 
progressive collapse, when it turned out that all 
statically determinate design models were 
impossible to use, raises many questions. This is 
a typical example, when they are trying to 
replace the method of analyzing a dangerous 
situation with a conditional technique having a 
limited scope (not explicitly specified). 
C) In the design practice, the issues of analysis 
of load-bearing structures equipped with 
protection systems (seismic protection, fire 
protection, overload protection, etc.) are 
increasingly raised. For a load-bearing structure, 
these systems change the nature of action, their 
intensity and statistical properties. Both issues 
of checking the load-bearing capacity of a 
protected structure (what is the safety factor for 
load) and checking the protection system itself, 
which should have a certain guaranteed 
operability margin (what are the partial factors 
for such a check). 
There are other problems related to the 
development of the limit state design method as 
well. In particular, the limit states arising in the 
course of long-term degradation (corrosion, 
wear, minor mechanical damage) remain 
unknown, which we try to analyze only at the 
end of the process, when the structure is on the 
verge of failure. In particular, a problem 
formulation of limiting the degradation rate is 
possible and, consequently, the problem of 
ensuring reliability for this indicator, including 
checking the limit state for violation of this rate. 
 
 
CONCLUSIONS 
 
For construction facilities, the issues of ensuring 
their existence and use for their intended 
purpose over the past decades have been 
interpreted as a subject of study of reliability 
problems. And the issues of practical 
implementation of the recommendations 
developed by the theory of reliability, which are 
the essence of the limit state design method, 
remained outside the scientific analysis. 
Consideration of the history of improvement of 
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the limit state design method shows that the 
method itself should be a subject of special 
consideration.  
There has to be a clear formulation of the main 
provisions of the method, taking into account a 
number of new circumstances that are dictated 
by modern design practice: 
 more frequent use of nonlinear analysis;  
 limited and uncertain data on the expected 

operating conditions of the structure, when 
probabilistic methods are not applicable; 
 using additional information that is available 

during the analysis of the behavior of existing 
structures (repair, restoration); 
 the ability to use risk analysis when 

considering non-standard situations.  
These and other similar issues should have 
become a subject of a specially organized 
scientific discussion, similar to the one that took 
place in the early seventies on the initiative of 
N.S. Streletsky at MGSU [31]. 
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the limit state design method shows that the 
method itself should be a subject of special 
consideration.  
There has to be a clear formulation of the main 
provisions of the method, taking into account a 
number of new circumstances that are dictated 
by modern design practice: 
 more frequent use of nonlinear analysis;  
 limited and uncertain data on the expected 

operating conditions of the structure, when 
probabilistic methods are not applicable; 
 using additional information that is available 

during the analysis of the behavior of existing 
structures (repair, restoration); 
 the ability to use risk analysis when 

considering non-standard situations.  
These and other similar issues should have 
become a subject of a specially organized 
scientific discussion, similar to the one that took 
place in the early seventies on the initiative of 
N.S. Streletsky at MGSU [31]. 
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Analysis of the majority of applied research in 
nonlinear mechanics shows that the mathemati-
cal foundations used in them often fundamental-
ly differ from the classical mathematics logic. 
For example, when investigating the stress-
strain state of a real structure, the proof of the 
convergence of an infinite process of improving 
the solution or checking the fulfillment of the 
conditions of the corresponding theorem on 
convergence are replaced by the clarification of 
the approximate convergence of this process. 
For this purpose, it requires small number of 
steps to increase the accuracy. And if a clear 

tendency towards convergence is found, then 
the solution refining process stops. Thus, we 
replace the endless process of striving for an 
exact solution by a finite number of steps to ob-
tain an approximate solution. 
When solving nonlinear problems by approxi-
mate methods, both of two key problems always 
arise: the choice or obtaining of an initial ap-
proximation to the solution and the choice or 
creation of a converging iterative process, which 
allows refining the initial approximation. Since 
the solution of nonlinear equations is not known 
in advance and it is not always possible to indi-
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cate in advance the diameter of the region where 
it can be located, the problem of choosing an 
initial approximation often becomes essential. 
It is known if the initial approximation belongs 
to the region of convergence of the iterative 
process, then the iterative process will converge 
to solving a nonlinear problem [1]. However, 
the radius of the convergence region changes 
during the process of solving a nonlinear prob-
lem with changing coefficients. For a weak non-
linearity, it is large enough. In this case, one can 
take the solution of a linear equation as an initial 
approximation, which is obtained by discarding 
the nonlinear terms in the original equations. 
For example, one applies this technique in 
framework of the method of elastic solutions [2] 
when solving problems based on the defor-
mation theory of plasticity. 
With an increase in nonlinearity, the size of the 
convergence region decreases, and the above 
method of the initial approximation obtaining 
can lead to the situation when it will be outside 
the convergence region. Then the use of an iter-
ative procedure will generate a process converg-
ing to the convergence region boundary, and not 
to solving a nonlinear problem. In this case, it is 
necessary to organize the search for a suitable 
initial approximation. It should be borne in 
mind that in small neighborhoods of limiting 
points and bifurcation points, the convergence 
region decreases significantly and practically 
contracts to a point. In this regard, the problem 
arises of choosing or obtaining an initial approx-
imation which falls into the region of conver-
gence of the solution. 
One of the methods for the approximate solution 
of nonlinear equations of solid mechanics is the 
sequential load method published in 1959 [3]. It 
allows one to obtain the solution of nonlinear 
problems by sequentially solving linear prob-
lems. This method is based on the principle of 
scientific determinism, which states that the 
subsequent states of a physical system are com-
pletely determined by its previous states. A de-
tailed presentation of this method and its devel-
opment for solving various problems of nonlin-

ear mechanics of plates and shells can be found 
in the works [4 - 7]. 
The main idea of this method is quite simple. It 
is clear from physics if a load acts on a structure 
and causes large displacements or deformations, 
or both together, then the same stress and strain 
states of the structure can be obtained as fol-
lows. Let us imagine the load as a set of thin 
layers, the impact of each causes small deflec-
tions and deformations in the structure. At the 
first stage of the solution, we apply the first thin 
layer of the load and use the equations of the 
linear theory of elasticity to determine the 
stress-strain state of the structure. At the second 
stage of loading, we attach the second thin layer 
to the structure the deformations and internal 
forces of which is known from the first stage of 
loading. Then, second load layer causes addi-
tional small displacements and deformations, 
which are also determined from linear equa-
tions. Let us summarize the deformations and 
displacements found at the first and second 
stages of loading, and proceed to the third stage 
of loading with a small load layer. This process 
of sequential loading of the structure is repeated 
until the sum of the load layers reaches the spec-
ified value. 
Durring the calculation process at each loading 
stage, we deal with a new computational linear 
system that has known deformations, forces and 
variable coefficients of linear equations from 
the results of previous loading. The advantage 
of the method is that in the process of calcula-
tions we determine the stress-strain state of the 
beam, plate or shell at all loads less than a given 
range, solving the similar recurrent equations. In 
addition, the procedure for constructing the zero 
approximation disappears. This approach to 
solving the problem is called incremental (from 
the word 'increment' that means an increase or 
addition, especially one of a series on a fixed 
scale). 
The advantages of the sequential load method 
include the following. The principle of superpo-
sition is valid at each stage of loading. In the 
process of the problem solving, it is possible to 
determine the moment of appearance of plastic 
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Analysis of the majority of applied research in 
nonlinear mechanics shows that the mathemati-
cal foundations used in them often fundamental-
ly differ from the classical mathematics logic. 
For example, when investigating the stress-
strain state of a real structure, the proof of the 
convergence of an infinite process of improving 
the solution or checking the fulfillment of the 
conditions of the corresponding theorem on 
convergence are replaced by the clarification of 
the approximate convergence of this process. 
For this purpose, it requires small number of 
steps to increase the accuracy. And if a clear 

tendency towards convergence is found, then 
the solution refining process stops. Thus, we 
replace the endless process of striving for an 
exact solution by a finite number of steps to ob-
tain an approximate solution. 
When solving nonlinear problems by approxi-
mate methods, both of two key problems always 
arise: the choice or obtaining of an initial ap-
proximation to the solution and the choice or 
creation of a converging iterative process, which 
allows refining the initial approximation. Since 
the solution of nonlinear equations is not known 
in advance and it is not always possible to indi-

cate in advance the diameter of the region where 
it can be located, the problem of choosing an 
initial approximation often becomes essential. 
It is known if the initial approximation belongs 
to the region of convergence of the iterative 
process, then the iterative process will converge 
to solving a nonlinear problem [1]. However, 
the radius of the convergence region changes 
during the process of solving a nonlinear prob-
lem with changing coefficients. For a weak non-
linearity, it is large enough. In this case, one can 
take the solution of a linear equation as an initial 
approximation, which is obtained by discarding 
the nonlinear terms in the original equations. 
For example, one applies this technique in 
framework of the method of elastic solutions [2] 
when solving problems based on the defor-
mation theory of plasticity. 
With an increase in nonlinearity, the size of the 
convergence region decreases, and the above 
method of the initial approximation obtaining 
can lead to the situation when it will be outside 
the convergence region. Then the use of an iter-
ative procedure will generate a process converg-
ing to the convergence region boundary, and not 
to solving a nonlinear problem. In this case, it is 
necessary to organize the search for a suitable 
initial approximation. It should be borne in 
mind that in small neighborhoods of limiting 
points and bifurcation points, the convergence 
region decreases significantly and practically 
contracts to a point. In this regard, the problem 
arises of choosing or obtaining an initial approx-
imation which falls into the region of conver-
gence of the solution. 
One of the methods for the approximate solution 
of nonlinear equations of solid mechanics is the 
sequential load method published in 1959 [3]. It 
allows one to obtain the solution of nonlinear 
problems by sequentially solving linear prob-
lems. This method is based on the principle of 
scientific determinism, which states that the 
subsequent states of a physical system are com-
pletely determined by its previous states. A de-
tailed presentation of this method and its devel-
opment for solving various problems of nonlin-

ear mechanics of plates and shells can be found 
in the works [4 - 7]. 
The main idea of this method is quite simple. It 
is clear from physics if a load acts on a structure 
and causes large displacements or deformations, 
or both together, then the same stress and strain 
states of the structure can be obtained as fol-
lows. Let us imagine the load as a set of thin 
layers, the impact of each causes small deflec-
tions and deformations in the structure. At the 
first stage of the solution, we apply the first thin 
layer of the load and use the equations of the 
linear theory of elasticity to determine the 
stress-strain state of the structure. At the second 
stage of loading, we attach the second thin layer 
to the structure the deformations and internal 
forces of which is known from the first stage of 
loading. Then, second load layer causes addi-
tional small displacements and deformations, 
which are also determined from linear equa-
tions. Let us summarize the deformations and 
displacements found at the first and second 
stages of loading, and proceed to the third stage 
of loading with a small load layer. This process 
of sequential loading of the structure is repeated 
until the sum of the load layers reaches the spec-
ified value. 
Durring the calculation process at each loading 
stage, we deal with a new computational linear 
system that has known deformations, forces and 
variable coefficients of linear equations from 
the results of previous loading. The advantage 
of the method is that in the process of calcula-
tions we determine the stress-strain state of the 
beam, plate or shell at all loads less than a given 
range, solving the similar recurrent equations. In 
addition, the procedure for constructing the zero 
approximation disappears. This approach to 
solving the problem is called incremental (from 
the word 'increment' that means an increase or 
addition, especially one of a series on a fixed 
scale). 
The advantages of the sequential load method 
include the following. The principle of superpo-
sition is valid at each stage of loading. In the 
process of the problem solving, it is possible to 
determine the moment of appearance of plastic 
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deformations or a change in boundary condi-
tions (constructive nonlinearity) and change the 
design scheme of the structure. The sequental 
load method makes it possible to select from the 
set of real solutions of nonlinear equations such 
a solution that corresponds to a continuous 
change in the load. As a result, we get a solution 
taking into account the loading history. 
Incremental equations of the sequential load 
method can be obtained using the concepts and 
terminology of functional analysis. The set of 
equations of nonlinear solid mechanics or the 
resolving equation for a structural member un-
der consideration can be written in the form of 
an operator equation: 
 
               ( ) =   ( , ) = 0          (1) 
 
Further, we restrict research area by studying 
the behavior of the solution to this equation 
when it changes the load parameter. 
Let us accept 1 2,E E  as linear normed Euclidean 
spaces,  is a – nonlinear display from E1 to E2. A 
is a nonlinear twice differentiable positive definite 
operator of Frechet in the Hilbert space H; u is the 
required element of this functional space. Opera-
tor A is defined on a certain set of functions with 
domain of definition D A . The functions and 
their first derivatives are absolutely continuous in 
the region . Here  is the finite region of the 
coordinate space occupied by a beam, plate or 
shell. region , the 
functions must satisfy the specified boundary 
conditions. The possibilities of using the operator 
form of equations for geometrically nonlinear 
problems are considered in the work [8] 
Let us consider some fixed state 0 0A u p . In 
an adjacent (perturbed) state caused by a small 
change in load, this equation takes the form 
 

0 0A u u p p             (2) 
 
where u  is an arbitrary element of Hilbert 
space H. Subtracting the original unperturbed 
equation from the perturbed equation, we obtain 

0 0A u u A u p            (3) 
 
Expanding the left part of this equation in a 
Taylor series in powers u , as a result, we ob-
tain 
 

0 0 0 0,A u u A u l u u u u   (4) 
 
The first term of the right part of this equality is 
a linear function of u  which approximates the 
left part side up to values of the order of small-
ness that higher than the increment rate u . 
 

If ( , )

0 for 0 
 
then 0l u u  is a Frechet derivative of an ab-
stract function at a point 0u  that corresponds to 
increment of argument u , and the final mem-
ber is the error due to the discarded terms with 
powers u  greater than one. 
Linear operator l u  is usually denoted as 

A u  and called Frechet derivative of nonlin-
ear operator A  at the point u. Linear function 

0l u u  can be considered as Gateaux deriva-
tive which is defined by formula 
 

0 0 0
dA u u A u u

d
 

 
where  is variable small parameter.   
Thus, taking into account the accepted designa-
tions, Eq. (4) can take the form 
 

0 0 0A u u A u A u u O u   (5) 
 
Therefore, taking into account Eq. (3), the ap-
proximate incremental equation takes the form 
 

A u u p                       (6) 

In order to transform this equation in a recurrent 
form, we introduce the notation for the number 
of sequential loading n, and obtain the incre-
mental equation of the sequential load method 
 

1 1 0,1,2,3,...n n nA u u p n    (7) 
 
If E1 is an Euclidean space, and E2 is an abstract 
space (general linear space), then  mapping is 
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deformations or a change in boundary condi-
tions (constructive nonlinearity) and change the 
design scheme of the structure. The sequental 
load method makes it possible to select from the 
set of real solutions of nonlinear equations such 
a solution that corresponds to a continuous 
change in the load. As a result, we get a solution 
taking into account the loading history. 
Incremental equations of the sequential load 
method can be obtained using the concepts and 
terminology of functional analysis. The set of 
equations of nonlinear solid mechanics or the 
resolving equation for a structural member un-
der consideration can be written in the form of 
an operator equation: 
 
               ( ) =   ( , ) = 0          (1) 
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when it changes the load parameter. 
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This equation can be written like this 
 

0 0 0, ,n n n n n n nA u u u A u p A u p  (12) 

 
where nu  is solution located closer to an exact 

solution than the initial approximation 0
nu . If 

the initial approximation 0
nu  is chosen close 

enough to the exact solution, then we can put 
, 0n nA u p . Taking this into account, we 

obtain the equation 

 
   0 0 0 ,n n n n nA u u u A u p      (13) 

 
the structure of which allows you to organize an 
iterative process of approximation to the exact 
solution. For this purpose, it is necessary to en-
ter the iteration number k into this equation. We 
assume in equation (13) 

0 1,k k
n n n nu u u u , and as a result, at 

each iteration, taking into account (1), we will 
have the linear equation 

 
                          1 , 0,1, 2, ...k k k k

n n n n nA u u u p A u k                            (14) 

 
Equation (14) is written in full functions. If we 
introduce the notation 1 1k k k

n n nu u u , 

where 1k
nu  is the change in the solution at 

the 1k  iteration, and the solution in full func-

tions at this iteration is determined by the for-
mula 1 1k k k

n n nu u u , then, taking into 
account Eq. (1), we get the equation in incre-
ments. 

 
                               1 , 0,1, 2, ...k k k

n n n nA u u p A u k                                   (15) 

 
where k is an iteration number, and n is a num-
ber of sequential load for which the initial ap-
proximation was chosen and the solution is re-
fined. Equation (14) in full functions and equa-
tion (15) in incremental form have the form of 
equations of the Newton-Kantorovich method 
[3]. 
Operator equation (15) has the disadvantage that 
the Gateaux derivative k

nA u  depends on 

the iteration number k. Therefore, in order to 
obtain each of the kth approximations, it is nec-

essary to re-solve equation (15). If the initial 
approximation 0

nu  is chosen close enough to 
the desired solution, then, due to the continuity 
of the operator A , the elements k

nA u  and 

0
nA u  will differ little. On this basis, L.V. 

Kantorovich proposed a modified method in 
which the sequence of approximations is deter-
mined from the solutions of the equations 

 
                             0 1 , 0, 1, 2, ...k k

n n n nA u u p A u k                                 (16) 

 
where for all k, when we find all approxima-
tions, the same Gateaux derivative 0

nA u  is 

applied. Of course, the convergence rate of the 

modified method is lower, but L.V. Kantorovich 
proved theorems on the uniqueness of the solu-
tion and the convergence of the modified meth-
od to this solution. 

The combination of two solution methods: the 
sequential load method and the Newton-
Kantorovich method will be called the modified 
sequential load method, in which the initial ap-
proximation is constructed by the sequential load 
method, and the refinement is performed by the 
Newton-Kantorovich method. It should be noted 
that in this case the procedure for choosing the 
initial approximation disappears, since the initial 
approximation 0

nu  is the result of solving the 
problem at the end of the nth stage of loading. 
Thus, the implementation of the modified sequen-
tial load method for solving problems of nonlinear 
structural mechanics is carried out as follows. The 
lateral load acting on the structure is presented in 
the form of a set of rather thin layers, which se-
quentially load the structure under consideration. 

At the first stage of loading, we solve the usual 
problem of linear structural mechanics. At the 
subsequent stages of loading, we solve the fol-
lowing equations 
 
 1 , 1, 2, ...n n nA u u p n   (17) 
 
Figure 2 shows that increasing in the number of 
loading stages n leads to accumulation of the 
solution error due to linearization of the original 
equation (1). This can be reduced by decreasing 
the value of the load increment (curves 1, 2). 
However, this increases the number of loading 
stages and the complexity of the solution. In ad-
dition, it is necessary to separately decide on the 
choice of the value of the load increment. 
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eral loading stages, the linearization error is re-
duced by the Newton-Kantorovich method (15) 
or its modification (16), in which the value 
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constant. After the implementation of several or 
each of the sequential loads, the solution is refined 
by the Newton-Kantorovich method (see Fig. 2, 
curve 4). The value of sequentially applied load 
layers can be significantly increased and it can be 
changed in the process of solving depending on 
the features of the problem being solved. This re-
duces the complexity of obtaining a solution. 
Boundary value problems are realized by well-
known methods for solving linear equations. 
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INTRODUCTION 
 
The task of creating energy-independent build-
ings in the modern world is very important for 
the whole world. The resources of the earth are 
inexorably running out and mankind needs to 
place great emphasis on the development of new 
alternative energy sources. Modern architectural 
solutions in the construction of metropolitan 
areas seek to use high-tech photovoltaic facades 
and flexible solar membranes to obtain the solar 
energy needed for the construction of capital 
construction projects. Through the combined use 
of wind and solar energy, we have the oppor-
tunity to design a building that integrates differ-
ent methods of generating clean energy, which, 
in turn, will bring the building to its intended 
full self-sufficiency in electricity. 

 
1 Materials and methods 
 
1.1 Problem definition 
To solve the problem of assessing the aerodynam-
ic characteristics, a single-blade orthogonal high-
efficiency turbine was adopted. (US patent Victor 
Lyatkher, US 8007235 B1, August 30, 2011, RF 
patent 2426911 C1). Since the profile of the inves-
tigated blade corresponds in cross-section with the 
aviation profile NACA-0021, it was decided to 
accept the geometric characteristics according to 
the reference materials. [3] Fig. 1 shows a cross-
section of the blade profile under investigation. 

 

 
Figure 1. The cross-section of the blade profile 

under investigation 

The aim of this work is to test the technique of 
numerical simulation of a rotating blade under 

the influence of an aerodynamic load in an un-
steady turbulent flow in a two-dimensional set-
ting. The problem of this installation is the occur-
rence of vibrations during the rotation of the 
blade at the points of attachment to the pedestal. 
At the moment, the study consists in determining 
the aerodynamic characteristics and an average 
assessment of the energy efficiency of the instal-
lation. As a research method, we used computer 
simulation of air flow around a wind turbine 
blade in the ANSYS software package [13]. 
In this work, this method takes into account the 
position of the blade in time, analyzing the equa-
tions of the translational and rotational motion 
of a rigid body. The solution of the unsteady 
Navier-Stokes equation is carried out at each 
calculated time, taking into account the previous 
results obtained at the previous step. This tech-
nique is very time consuming and resource con-
suming, but it allows you to analyze the behav-
ior of the flow when flowing around a rotating 
body[11]. 
 
1.2 Stages of the Grid Convergence Study 
Since there is no data on which it appears possi-
ble to determine the parameters of the calculated 
grid, it was concluded that it is necessary to 
conduct a series of verification calculations. The 
geometrical parameters of the grids can be seen 
in Table 1. 
Using the built-in Ansys Workbench Meshing 
module, a tetraidal mesh was created. In all cas-
es, the mesh size in the cylinder area and in the 
tail area the mesh has the same dimension of 
0.06 m; in the outer area, the dimension was 
taken equal to 0.75 m. The problem was solved 
for four variants of the computational grid in 
order to find the optimal parameters of the com-
putational grid. For the results to be accurate, it 
is necessary to create a boundary layer area all 
along the blade profile. The dimension of the 
boundary layer was determined based on the 
profile geometry, Reynolds number and turbu-
lence model [4]. 

 
 

Table 1. Characteristics of computational grids 

Model Hydraulic 
diameter 

Reynolds 
number 

Estimated Y 
+ 

Estimated dis-
tance from the 

wall 

Thickening of the 
mesh in the longi-
tudinal direction 

1 0.38 5.0e+4 1 1.3e-4 1.0e-2 
2 0.38 5.0e+4 8 1.0e-3 1.0e-3 
3 0.38 5.0e+4 40 5.0e-3 5.0e-2 
4 0.38 5.0e+4 50 6.3e-3 1.0e-2 
5 0.38 5.0e+4 80 1.0e-2 1.0e-2 

 
 
Table 2-3 show the results of the verification 
tasks. The tables show the aerodynamic charac-

teristics at different geometric characteristics 
and different Y+ coefficients. 
 

 
Table 2. Comparison of aerodynamic coefficients with experimental data (Cd, Cl, Cm) for 

all calculation options (Y + = 1, Y + = 40, Y + = 50, Y + = 80). 
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Cd 

(exper-
iment) 

Cd 
(pay

ment) 
Cd 

Error 
Cl 

(experi-
ment) 

Cl 
(pay

ment) 
Cl 

Error 
Cm 

(experi-
ment) 

Cm 
(pay-
ment) 

Cm 
Error 

1 0.042 0.029 -30.9 % 0.79 0.469 -40.6% -0.045 -0.018 -60% 
40 0.042 0.024 -42.85% 0.79 0.7 -11.39% -0.045 -0.028 -37.7% 
50 0.042 0.039 -19.04% 0.79 0.72 -8.86% -0.045 -0.039 13.6% 
80 0.042 0.0323 -23.09% 0.79 0.749 -5.189% -0.045 -0.03 -33.3% 

 
 

Table 3. Comparison of aerodynamic coefficients (Cd, Cl, Cm) for all calculation 
options (Y + = 1, Y + = 40, Y + = 50, Y + = 80). 

Y + 
50 

(Refer-
ence) 

1 Error 
50 

(Refer-
ence) 

40 Error 
50 

(Refer-
ence) 

80 Error 

Cd 0.034 0.029 20.8% 0.024 0.024 0% 0.034 0.0223 -7.1% 
Cl 0.72 0.469 -34.9% 0.72 0.7 -2.7% 0.72 0.749 4.1% 
Cm -0.039 -0.02 -37.8% -0.039 -0.03 -3.4% -0.039 -0.03 7.1% 
Cd 0.034 0.029 20.8% 0.024 0.024 0% 0.034 0.0223 -7.1% 

 
 
After analyzing and comparing the results of the 
calculated parameters of CFD calculations with 
the results presented in the source [3], the Y + 
50 model is the most accurate for the performed 
non-stationary calculation based on the previous 
experience, which showed the smallest error in 

determining the aerodynamic coefficients in ag-
gregate. In the case of estimating the drag coef-
ficient, the largest error is -46.9%, the lift coef-
ficient is -40.6%, and the lift coefficient is -60%. 
As a result of verification studies, the smallest 
discrepancy in criterion parameters with exper-
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imental data was obtained for the design case 
with Y + = 50, therefore, it was decided to use 
this mesh as a design mesh for modeling a rotat-
ing blade under the influence of an aerodynamic 
load.  
 
1.3 Boundary and initial 
conditions.Calculation parameters 
The calculated geometry is presented in the form 
of a circle, which makes it possible to investi-
gate the problem at different angles of air flow 
incursion. The flow velocity was assumed to be 
15 m/s with a percentage of turbulence up to 
7%. On both sides of the model, the conditions 
were built so as to take into account the curva-
ture of the circle and simulate the flowing per-
pendicular to the blade of the wind turbine. On 
the lower part of the model, "slip walls" condi-
tions were adopted (FreeSlipWall, U = V = W = 
0 m/s). Open boundary conditions were set on 
the upper part. The RigidBody Solution was 
used to solve the blade rotation problem with the 
possibility of rotation with respect to the Z-axis. 
The cylindrical domain was created as a subdo-
main with adjustment of the finite element mesh 
recalculation due to blade rotation. The subdo-

main, domain interfaces, and vane must share 
the same air characteristics. This is necessary 
because the inner cylinder and solid must move 
and rotate at the same speed to properly isolate 
the motion. All relative motion between the in-
ner cylinder and vane will be eliminated, result-
ing in a null grid deformation inside the inner 
cylinder. [10]. 
The interface for one domain has been changed 
to limit the rotational movement of the mesh 
surrounding the subdomain. The mesh located 
on the inner cylindrical interface of the domain 
will have the same physical properties as in the 
solid form. Since the rotation cannot start with-
out outside help, the initial angular velocity was 
initialized, no other external accelerations were 
initialized. 
The interface of the second domain was config-
ured in such a way that the air flow freely and 
without loss of properties passed from one com-
putational domain to another. Both areas of a 
larger radius and a smaller one are stationary 
and do not require special settings for a finite-
volume mesh. A visualization of the calculation 
model can be seen in Fig. 2. 

 

 
Figure 2. Calculation in the CFX software package (boundary conditions) 

 
 

2 Results of the study 
 
2.1 Results of computer simulations in 
ANSYS CFD 
The calculations were carried out in a three-
dimensional non-stationary setting. The follow-

ing basic physical characteristics of the flow are 
given for aerodynamic calculations Re = 50,000. 
Fig. 3-7 show the main results of computational 
studies performed in the rotation of the blade of 
the wind turbine at different moments of time, 
the analysis of aerodynamic characteristics. 

 
Figure 3. Calculation in the CFX software 

package (Masses and Moments) 
 

Fig. 4-5 show the distribution of pressure values 
at different points in time. The figures show the 
change in blade position over time, leading to 
different pressure patterns on the profile itself. It 
can be seen that the pressure reaches its maxi-
mum value at the points where the profile expe-
riences the maximum airflow resistance. 
Fig. 8 shows graphs of frequencies of aerody-
namic forces as the blade rotates 
The graphs of the investigated forces show the 
non-stationarity of the modeled process, each 
wave corresponds to 1 rotation of the blade. 
 

Figure 4. Isofield of pressures on the blade 
(frontal part) at time moment 0.5 sec 

 

 
Figure 5. Isofield of pressures on the blade 

(frontal part) at time moment 5.5 sec 

 
 

 
Figure 6. Isofields of pressures in the common domain at the time of 2.5 sec 

 
 

 
Figure 7. Isofields of velocities in the common domain at the time of 2.5 sec 
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Figure 8. Graphs of the investigated aerodynamic characteristics during the rotation of the blade 

a) Lift force in time b) The force of frontal resistance in time 
 
 

2.2 Energy efficiency calculation 
Unfortunately, the initial data is not enough for a 
complete analysis of energy efficiency data, 
however, the known dimensions make it possi-

ble to determine the amount of energy generated 
based on the throwing area. 
Table 4 shows the values of generated energy at 
different air flow velocities. These values are 
calculated based on the size of the swept area. 

 
Table 4. Power Generated Summary Table 

Flow rate,m/s Air density, kg/m3 The amount of generated energy, kW. 

2 1.185 0.09 
5 1.185 1.475 
10 1.185 11.8 
15 1.185 39.8 
20 1.185 94.4 
25 1.185 184.3 

 
 
DISCUSSION 
 
The analysis of frequencies, see Fig. 8, shows 
the coincidence with the rotational speed of the 
blade, while the rotational speed remains con-
stant, the time of 1 revolution of the blade is 1.7 
seconds. What can be said about the fact that the 
wind turbine rotates normally. The study shows 
the consistency of the method for calculating the 
blade, taking into account the take-off of the 
blade from the effect of the air flow. 
As can be seen from Table 4, at a flow rate of 25 
m / s, the blade almost completely allows a 
small house to be supplied with energy. This 
allows us to conclude that a large number of 
such generators will be able to replace the cur-
rent "harmful" power plants with more environ-

mentally friendly ones. At the current stage, it 
was possible to fully implement the dynamic 
calculation, with the implementation of the rota-
tion of the wind turbine blade under the action 
of the air flow. The use of a mixed calculation 
will allow further research into the integration of 
a wind turbine blade into the structure of a 
building. With the creation of geometric design 
features that will increase the oncoming flow 
velocity. 
 
 
CONCLUSIONS 
 
The solution of the current problems showed the 
consistency of the project and its relevance, in 
the future it is necessary to carry out a numerical 
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the coincidence with the rotational speed of the 
blade, while the rotational speed remains con-
stant, the time of 1 revolution of the blade is 1.7 
seconds. What can be said about the fact that the 
wind turbine rotates normally. The study shows 
the consistency of the method for calculating the 
blade, taking into account the take-off of the 
blade from the effect of the air flow. 
As can be seen from Table 4, at a flow rate of 25 
m / s, the blade almost completely allows a 
small house to be supplied with energy. This 
allows us to conclude that a large number of 
such generators will be able to replace the cur-
rent "harmful" power plants with more environ-

mentally friendly ones. At the current stage, it 
was possible to fully implement the dynamic 
calculation, with the implementation of the rota-
tion of the wind turbine blade under the action 
of the air flow. The use of a mixed calculation 
will allow further research into the integration of 
a wind turbine blade into the structure of a 
building. With the creation of geometric design 
features that will increase the oncoming flow 
velocity. 
 
 
CONCLUSIONS 
 
The solution of the current problems showed the 
consistency of the project and its relevance, in 
the future it is necessary to carry out a numerical 

solution of a coherent problem, which will consist of 
calculating the bearing capacity of the building, taking 
into account the aerodynamic component and parallel 
calculation of the wind turbine for energy efficiency 
and aerodynamic characteristics and transmission of 
vibrations from the rotation of the wind generator.
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and foundation are described by the Kelvin-Voigt model and standard linear solid model with fractional derivatives, 
respectively. The dynamic response of the plate is described by the set of nonlinear differential equations with due 
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external resonance. The expressions for the stress function and nonlinear coefficients for different types of boundary 
conditions are presented.  
 

Keywords: nonlinear vibrations of thin plates, viscoelastic Winkler-type foundation, fractional derivative model, 
boundary conditions, combination of internal and external resonances 

 
 

 
  

 
.  

,  
 

:   
 

    -  
 . 

 
. 
  

 
: ,  , 

 ,  
 
 

1. INTRODUCTION 
 
Nonlinear dynamic response of elastic plates on 
the viscoelastic foundation is of great interest 
among researchers in the recent years. The 
analysis of free and force driven vibrations of 
nonlinear systems is of great importance for 
defining the dynamic parameters dependent on 
the amplitude-phase relationships and modes of 
vibration [1-3]. Moreover, nonlinear vibrations 

could be accompanied by such a phenomenon as 
the internal resonance, resulting in strong 
coupling between the modes of vibrations 
involved, and hence in the energy exchange 
between the interacting modes. The described 
type of resonance can be characterized as a 
structural resonance, since external resonance, 
for example, could be eliminated by the 
simplest change in the frequency of the 
harmonic force. Both types of resonances 
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1. INTRODUCTION 
 
Nonlinear dynamic response of elastic plates on 
the viscoelastic foundation is of great interest 
among researchers in the recent years. The 
analysis of free and force driven vibrations of 
nonlinear systems is of great importance for 
defining the dynamic parameters dependent on 
the amplitude-phase relationships and modes of 
vibration [1-3]. Moreover, nonlinear vibrations 

could be accompanied by such a phenomenon as 
the internal resonance, resulting in strong 
coupling between the modes of vibrations 
involved, and hence in the energy exchange 
between the interacting modes. The described 
type of resonance can be characterized as a 
structural resonance, since external resonance, 
for example, could be eliminated by the 
simplest change in the frequency of the 
harmonic force. Both types of resonances 
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separately are extremely unfavorable 
phenomena, and their combination can lead to 
the distraction of not only one element, but the 
entire structure as a whole. The process of the 
nonlinear vibrations of the plates under 
conditions of internal resonances has been 
widely studied in [4-7].  
Depending on the applications of the considered 
foundation, several models have been proposed 
to describe their properties [8]. The viscoelastic 
Winkler-type or Pasternak-type foundations, 
damping features of which are described by the 
fractional derivative approach, are becoming 
increasingly widespread nowadays due to the 
important role of fractional calculus in solving 
problems of structural mechanics [9].  
In the literature there are mainly reports on the 
analysis of vibrations of plates on a viscoelastic 
foundation in the linear formulation of the 
problem [10-17]. Nevertheless, there are papers 
in which nonlinear vibrations of plates on the 
foundation are considered. Thus, large 
deflection dynamic response of isotropic thin 
rectangular plates resting on Winkler, Pasternak 
and nonlinear Winkler elastic foundations was 
investigated in [18]. The dynamic response of a 
rectangular nonlinear plate resting on a 
viscoelastic Winkler-type foundation, the 
damping features of which are described by the 
fractional derivative Kelvin-Voigt model, for 
the first time was studied in [19]. The standard 
linear solid model with fractional derivatives for 
defining the viscoelastic properties of the 
Winkler-type foundation was applied in [20] for 
the analysis of free vibrations of the plate. 
The problems of dynamic response of the 
rectangular plate supported by viscoelastic 
foundations and subjected to moving loads are 
studied in [16, 21-23]. This problem could find 
many engineering applications, such as aircraft–
runway interaction or vehicle-road interaction, 
pavement-foundation system, dynamics of the 
helipad system, ship deck (especially aircraft 
carriers), soil-foundation system of offshore 
structures, railway track system, reinforced 
warehouse floor, etc [1]. 

However, the dynamic problems considering 
time-dependent properties of the material of the 
plate or foundation are usually restricted to 
simply supported plates. But in the literature 
there are solutions for rectangular plates with 
different combinations of simple boundary 
conditions (i.e., either clamped (C), simply 
supported (SS), or free (F)) [24]. Thus, 
nonlinear frequencies of vibrations of 
rectangular plates for three different types of 
boundary conditions (B.Cs) have been 
calculated in [1]. The linear dynamic response 
of thin plates resting on a fractional derivative 
Kelvin-Voigt viscoelastic foundation subjected 
to a moving point load is investigated in [16] for 
four types of boundary conditions. Semi-
analytical solutions and comparative analysis of 
natural frequencies and midpoint displacements 
for vibration of the viscoelastic Kirchhoff–Love 
plate on the Kelvin-Voigt viscoelastic 
foundation with various B.Cs are presented in 
[25].   
In the present paper, the nonlinear vibrations of 
the “elastic plate – viscoelastic foundation” 
system is studied for the case of combination of 
one-to-one internal and external resonances. 
The properties of the foundation and of the 
surrounding medium are described by the 
fractional derivative standard linear solid model 
and Kelvin–Voigt model, respectively. The 
nonlinear force driven vibrations of the plate on 
the viscoelastic foundation are studied under the 
harmonic moving load for different types of 
boundary conditions.  
 
 
2. PROBLEM FORMULATION 
 
Let us consider nonlinear vibrations of a simply 
supported elastic plate rested on a viscoelastic 
Winkler-type foundation (Fig.1), the dynamic 
response of which is described by the von 
Karman equation in terms of plate’s lateral 
deflection ( , , )w w x y t  and Airy’s stress 
function : 
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where 3 2/12(1 )D Eh  is the plate’s 
cylindrical rigidity, E  and  are the elastic 
modulus and Poisson’s ratio of the plate’s 
material, respectively, h  and  are its 
thickness and density, t  is the time, 

( ( )) ( / 2)sin Fq P x g t y b t  is external 
load, P and F  are the magnitude and the 
frequency of the applied force, respectively,  
is the Dirac delta function, and ( )g t  is the 
function defining the position of moving load, 

( )g t Vt  for a load moving with a constant 
velocity. Besides, ( )g t  must satisfy 
0 ( ) .g t a   
In equation (1), 2F  is the reaction force of the 
viscoelastic Winkler-type foundation, 

1 1
1 1 1 0æF D w  is the damping force of the 

viscoelastic medium possessing the retardation 
time 1  and damping coefficient 1æ , which is 
modeled by the viscoelastic Kelvin-Voigt model 
with the Riemann-Liouville derivative 1

0D  of 

the fractional order 1  10 1  [9,26] 
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and (1 )  is the Gamma function.  
Let us assume, following [27], that the 
compliance operator of a viscoelastic foundation 
is described by the standard linear solid model 

with the Riemann-Liouville fractional derivative 
0D  (3) at 2 :  
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where  is the coefficient of instantaneous 
compliance of the foundation, 1 , 

0  is the defect of the compliance, 
i.e., the value characterizing the decrease in the 
compliance operator from its non-relaxed value 
to its relaxed value.  
 

 
Figure 1. Plate on a viscoelastic foundation 

subjected to a moving harmonic load 
 
The following boundary conditions could be 
added to the set of equations (1) and (2) at each 
edge: 
1) Simply supported edges (S) 
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the distraction of not only one element, but the 
entire structure as a whole. The process of the 
nonlinear vibrations of the plates under 
conditions of internal resonances has been 
widely studied in [4-7].  
Depending on the applications of the considered 
foundation, several models have been proposed 
to describe their properties [8]. The viscoelastic 
Winkler-type or Pasternak-type foundations, 
damping features of which are described by the 
fractional derivative approach, are becoming 
increasingly widespread nowadays due to the 
important role of fractional calculus in solving 
problems of structural mechanics [9].  
In the literature there are mainly reports on the 
analysis of vibrations of plates on a viscoelastic 
foundation in the linear formulation of the 
problem [10-17]. Nevertheless, there are papers 
in which nonlinear vibrations of plates on the 
foundation are considered. Thus, large 
deflection dynamic response of isotropic thin 
rectangular plates resting on Winkler, Pasternak 
and nonlinear Winkler elastic foundations was 
investigated in [18]. The dynamic response of a 
rectangular nonlinear plate resting on a 
viscoelastic Winkler-type foundation, the 
damping features of which are described by the 
fractional derivative Kelvin-Voigt model, for 
the first time was studied in [19]. The standard 
linear solid model with fractional derivatives for 
defining the viscoelastic properties of the 
Winkler-type foundation was applied in [20] for 
the analysis of free vibrations of the plate. 
The problems of dynamic response of the 
rectangular plate supported by viscoelastic 
foundations and subjected to moving loads are 
studied in [16, 21-23]. This problem could find 
many engineering applications, such as aircraft–
runway interaction or vehicle-road interaction, 
pavement-foundation system, dynamics of the 
helipad system, ship deck (especially aircraft 
carriers), soil-foundation system of offshore 
structures, railway track system, reinforced 
warehouse floor, etc [1]. 

However, the dynamic problems considering 
time-dependent properties of the material of the 
plate or foundation are usually restricted to 
simply supported plates. But in the literature 
there are solutions for rectangular plates with 
different combinations of simple boundary 
conditions (i.e., either clamped (C), simply 
supported (SS), or free (F)) [24]. Thus, 
nonlinear frequencies of vibrations of 
rectangular plates for three different types of 
boundary conditions (B.Cs) have been 
calculated in [1]. The linear dynamic response 
of thin plates resting on a fractional derivative 
Kelvin-Voigt viscoelastic foundation subjected 
to a moving point load is investigated in [16] for 
four types of boundary conditions. Semi-
analytical solutions and comparative analysis of 
natural frequencies and midpoint displacements 
for vibration of the viscoelastic Kirchhoff–Love 
plate on the Kelvin-Voigt viscoelastic 
foundation with various B.Cs are presented in 
[25].   
In the present paper, the nonlinear vibrations of 
the “elastic plate – viscoelastic foundation” 
system is studied for the case of combination of 
one-to-one internal and external resonances. 
The properties of the foundation and of the 
surrounding medium are described by the 
fractional derivative standard linear solid model 
and Kelvin–Voigt model, respectively. The 
nonlinear force driven vibrations of the plate on 
the viscoelastic foundation are studied under the 
harmonic moving load for different types of 
boundary conditions.  
 
 
2. PROBLEM FORMULATION 
 
Let us consider nonlinear vibrations of a simply 
supported elastic plate rested on a viscoelastic 
Winkler-type foundation (Fig.1), the dynamic 
response of which is described by the von 
Karman equation in terms of plate’s lateral 
deflection ( , , )w w x y t  and Airy’s stress 
function : 

Force Driven Vibrations of Nonlinear Plates on a Viscoelastic Winkler Foundation Under the Harmonic Moving Load 

2 2 2 2 2
4

2 2 2 2 2

2 2

1 22 ,

w w wD w h
t x y y x

w q F F
x y x y

  (1) 

2 2 2
4

2 2
w w wEh

x y x y
,  (2) 

 
where 3 2/12(1 )D Eh  is the plate’s 
cylindrical rigidity, E  and  are the elastic 
modulus and Poisson’s ratio of the plate’s 
material, respectively, h  and  are its 
thickness and density, t  is the time, 

( ( )) ( / 2)sin Fq P x g t y b t  is external 
load, P and F  are the magnitude and the 
frequency of the applied force, respectively,  
is the Dirac delta function, and ( )g t  is the 
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Therefore, the following four types of boundary 
conditions (B.Cs) for the plate will be 
considered: all edges are simply-supported 
(SSSS), all edges are clamped (CCCC), two 
opposite edges are clamped and other two edges 
are simply supported (CSCS), and one edge is 
simply supported and others are clamped 
(CCSC). In the abbreviation of B.Cs the letter 
symbols are used, for example, CSCS means a 
plate with edges 0x  and x a  clamped (C), 

0y  and y b  simply supported (S).  
In order to identify the possibility of the 
occurrence of the internal resonance during 
nonlinear vibrations of a plate rested on a 

viscoelastic foundation and to carry out its 
subsequent analysis, suppose that only two 
natural modes of vibrations with numbers 1 1m n  

 2 2m n  are excited. Then the deflection of the 
plate could be represented in the following 
form:  

1 1 2 21 2( , , ) ( ) , ( ) , ,m n m nw x y t x t W x y x t W x y (7) 

where ( )ix t  ( 1, 2)i  are generalized 

displacements, and ,
i im nW x y  are the eigen 

functions. The mode shape functions for various 
B.Cs are presented in Table1 [25].   

 
Table 1. Plate mode shapes and natural frequencies for different B.Cs. 
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Substituting the proposed solution (7) in (2), 
taking into account the boundary conditions to 
be considered for each specific case and 
integrating with account for the orthogonality 
conditions of sines, we obtain the expressions 
for the stress function for different types of 
boundary conditions, which are presented in 
Appendix A. 
Substituting the assumed two-term expansion 
for the deflection function of the plate (7) and 
the corresponding stress function in the equation 

of motion of the plate (1) resting on the 
viscoelastic Winkler-type foundation yields the 
following set of nonlinear differential equations 
with respect to the generalized displacements:  
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i  are the coefficients depending on numbers of 

the vibration modes which are given in 
Appendix B,  is a small dimensionless 
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and 2
i  are the natural frequencies of the linear 

vibration of the plate presented in Table 1, and 
2*

2( )  is the Rabotnov dimensionless 
fractional operator defined as follows [28] 
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When deriving relations (8) and (9), the filtering 
property of the delta function should be taken 
into account: 
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Considering (13), equation (10) for the case of a 
simply supported plate is reduced as  
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Then with due account for (14) the governing 
equations (8) and (9) could be written as 
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3. METHOD OF SOLUTION  
 
In order to solve the set of Eqs. (15)-(16), the 
method of multiple time scales [29,30] could be 
utilized, according to which the generalized 
displacements ( )ix t  could be represented via the 
following expansion in two time scales 0T  and 2T : 
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where = n

nT t  are new independent variables, 
among them: 0 =T t  is a fast scale characterizing 
motions with the natural frequencies, and 

2
2 =T t  is a slow scale characterizing the 

modulation of the amplitudes and phases of the 
modes with nonlinearity. 
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Therefore, the following four types of boundary 
conditions (B.Cs) for the plate will be 
considered: all edges are simply-supported 
(SSSS), all edges are clamped (CCCC), two 
opposite edges are clamped and other two edges 
are simply supported (CSCS), and one edge is 
simply supported and others are clamped 
(CCSC). In the abbreviation of B.Cs the letter 
symbols are used, for example, CSCS means a 
plate with edges 0x  and x a  clamped (C), 

0y  and y b  simply supported (S).  
In order to identify the possibility of the 
occurrence of the internal resonance during 
nonlinear vibrations of a plate rested on a 

viscoelastic foundation and to carry out its 
subsequent analysis, suppose that only two 
natural modes of vibrations with numbers 1 1m n  

 2 2m n  are excited. Then the deflection of the 
plate could be represented in the following 
form:  

1 1 2 21 2( , , ) ( ) , ( ) , ,m n m nw x y t x t W x y x t W x y (7) 

where ( )ix t  ( 1, 2)i  are generalized 

displacements, and ,
i im nW x y  are the eigen 

functions. The mode shape functions for various 
B.Cs are presented in Table1 [25].   

 
Table 1. Plate mode shapes and natural frequencies for different B.Cs. 

 

B.Cs. ,
i jm nW x y  2

i  

SSSS sin sini im x n y
a b

 
4 2 22 2 2 2

2 412 (1 )i i i
E h m n

b
 

CCCC 
2 2(1 cos )(1 cos )i im x n y

a b
 

4 2
2 4 4 2 2 2 4

2 4
4 3 2 3

27 (1 )i i i i i
E h m m n n

b
 

CSCS 
2(1 cos )sini im x n y

a b
 

4 2
2 4 4 2 2 2 4

2 4 4 2 0.75
9 (1 )i i i i i

E h m m n n
b

 

CCSC 
3 2(cos cos )(1 cos )

2 2
i i im x m x n y

a a b
 

4 2
2 4 4 2 2 2 4

2 4 3.85 5 8
18 (1 )i i i i i

E h m m n n
b

 

Substituting the proposed solution (7) in (2), 
taking into account the boundary conditions to 
be considered for each specific case and 
integrating with account for the orthogonality 
conditions of sines, we obtain the expressions 
for the stress function for different types of 
boundary conditions, which are presented in 
Appendix A. 
Substituting the assumed two-term expansion 
for the deflection function of the plate (7) and 
the corresponding stress function in the equation 

of motion of the plate (1) resting on the 
viscoelastic Winkler-type foundation yields the 
following set of nonlinear differential equations 
with respect to the generalized displacements:  
 

1

2

2 3 2 2
1 1 1 1 1 2 1 2 1 0 1

2 *
2 2 1 1( ) ,

x x x x x D x
x P t

    (8) 

1

2

2 3 2 2
2 2 2 3 2 4 2 1 1 0 2

2 *
2 2 2 2( ) ,

x x x x x D x
x P t

  (9) 

where  
 

0 0

2

0 0

sin ( ( )) ( 0.5 )

, / , ,
i i i i

a b

i F

a b

m n m n

P t P t x g t y b

W x y dxdy h W x y dxdy

 (10) 

 
i  are the coefficients depending on numbers of 

the vibration modes which are given in 
Appendix B,  is a small dimensionless 

parameter, i  are finite values, 
1

2 0 1
1 ,E

h
 

2
2 h

, 2
1  and 2

2  are vibration 

frequencies of the mechanical system “plate + 
viscoelastic foundation” 
 

                   2 2
i i h

,  (11) 

and 2
i  are the natural frequencies of the linear 

vibration of the plate presented in Table 1, and 
2*

2( )  is the Rabotnov dimensionless 
fractional operator defined as follows [28] 
 

                 2

2 2

*
2

2 0

1( ) .
1 D

               (12) 

 
When deriving relations (8) and (9), the filtering 
property of the delta function should be taken 
into account: 
 

0 0 0 0( ) ( ) ( , ) ( , ).x x y y f x y dxdy f x y  (13) 

 
Considering (13), equation (10) for the case of a 
simply supported plate is reduced as  

( ) sin ( ) ( / 2)

sin sin

sin sin sin .
2

i F

i i

i i
F

P t P t x Vt y b

m x n y dxdy
a b

mVt nP t
a

  (14) 

Then with due account for (14) the governing 
equations (8) and (9) could be written as 
 

1

2
1

2 3 2 2
1 1 1 1 1 2 1 2 1 0 1

2 * 3
2 2 11 1( ) 4 sin sin 0,f F

x x x x x D x
x f t t

(15) 

1

2
2

2 3 2 2
2 2 2 3 2 4 2 1 1 0 2

2 * 3
2 2 2 2( ) 4 sin sin 0,f F

x x x x x D x
x f t t

 (16) 

 

where 
i

i
f

mV
a

 are frequencies, and 

3 sin .
2

i
i

nPf
ab h

 

 
 
3. METHOD OF SOLUTION  
 
In order to solve the set of Eqs. (15)-(16), the 
method of multiple time scales [29,30] could be 
utilized, according to which the generalized 
displacements ( )ix t  could be represented via the 
following expansion in two time scales 0T  and 2T : 
 

2
1 0 2 2 0 2

3
3 0 2

( ) = ( , ) ( , )
( , ) ...,

i i i

i

x t X T T X T T
X T T

  (17) 

 
where = n

nT t  are new independent variables, 
among them: 0 =T t  is a fast scale characterizing 
motions with the natural frequencies, and 

2
2 =T t  is a slow scale characterizing the 

modulation of the amplitudes and phases of the 
modes with nonlinearity. 
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Recall that the first and the second time 
derivatives, as well as fractional derivative 
could be expanded in terms of the new time 
scales, respectively, as follows [29]: 
 

                

2
0 2

2
2 2
0 0 22

= ...,

= 2 ...

d D D
dt
d D D D
dt

               (18) 

2
0 2

2 1
0 0 2

= ...

...,

dD D D
dt

D D D

  (19) 

 
where 0 0/D T , and 2 2/D T . 
Expansion of the Rabotnov dimensionless 
fractional operator in a Taylor series in terms of 
a small parameter has the form [20]: 
 

       
* 1

0
0

2 2 1
0 0 2

1( ) (1 )
1

(1 ) ...

D
D

D D D
      (20) 

 

Substituting expansion (17) with account for 
relationships (18)-(19), after equating the 
coefficients at like powers of  to zero, we are 
led for the case of forced vibrations to the 
following set of recurrence equations to various 
orders: 
to order   
 

               2 2
0 11 1 11 0D X X , (21) 

              2 2
0 21 2 21 0D X X ,  (22) 

 
to order 3   
 

1

2 2

1 1

2 2
0 13 1 13 0 2 11 11 1 0

1 3 2
2 2 0 1 11 2 11 21

1 0 1 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

(23) 

1

2 2

2 2

2 2
0 23 2 23 0 2 21 21 1 0

1 3 2
2 2 0 3 21 4 21 11

2 0 2 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

 (24) 

 

where i
i h

  ( 1, 2i ).  

The solution of linear equations (21) and (22) 
has the form 
 

                  
1 2 0

2 0

exp

exp ,
j j j

j j

X A T i T

A T i T
          (25) 

 
where 2 1, 2jA T j  are yet unknown 
functions, and 2jA T  are conjugate functions 
with 2jA T .  
Substituting relationships (25) in equations (23) 
and (24) yields 
 

1 22

1

1

2 2
0 13 1 13 1 2 1 1 0

1
1 1 2 2 1 1 1 0

2
1 1 1 0 1 1 0 1

2
2 2 1 2 0 2 2 1 0

2
2 1 2 0 1 1 0

1 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T ,cc

 

 (26) 

1 22

2

2

2 2
0 23 2 23 2 2 2 2 0

1
1 2 2 2 2 2 2 0

2
3 2 2 0 2 2 0 2

2
4 1 1 2 0 1 1 2 0

2
1 2 1 0 2 2 0

2 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T .cc
  (27) 
 

Recall that the first and the second time 
derivatives, as well as fractional derivative 
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scales, respectively, as follows [29]: 
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2
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where 0 0/D T , and 2 2/D T . 
Expansion of the Rabotnov dimensionless 
fractional operator in a Taylor series in terms of 
a small parameter has the form [20]: 
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2 2 1
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(1 ) ...

D
D

D D D
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Substituting expansion (17) with account for 
relationships (18)-(19), after equating the 
coefficients at like powers of  to zero, we are 
led for the case of forced vibrations to the 
following set of recurrence equations to various 
orders: 
to order   
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1

2 2

1 1

2 2
0 13 1 13 0 2 11 11 1 0

1 3 2
2 2 0 1 11 2 11 21

1 0 1 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

(23) 

1

2 2

2 2

2 2
0 23 2 23 0 2 21 21 1 0

1 3 2
2 2 0 3 21 4 21 11

2 0 2 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

 (24) 

 

where i
i h

  ( 1, 2i ).  

The solution of linear equations (21) and (22) 
has the form 
 

                  
1 2 0

2 0

exp

exp ,
j j j

j j

X A T i T

A T i T
          (25) 

 
where 2 1, 2jA T j  are yet unknown 
functions, and 2jA T  are conjugate functions 
with 2jA T .  
Substituting relationships (25) in equations (23) 
and (24) yields 
 

1 22

1

1

2 2
0 13 1 13 1 2 1 1 0

1
1 1 2 2 1 1 1 0

2
1 1 1 0 1 1 0 1

2
2 2 1 2 0 2 2 1 0

2
2 1 2 0 1 1 0

1 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T ,cc
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1 22

2

2

2 2
0 23 2 23 2 2 2 2 0

1
1 2 2 2 2 2 2 0

2
3 2 2 0 2 2 0 2

2
4 1 1 2 0 1 1 2 0

2
1 2 1 0 2 2 0

2 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T .cc
  (27) 
 

Recall that the first and the second time 
derivatives, as well as fractional derivative 
could be expanded in terms of the new time 
scales, respectively, as follows [29]: 
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= ...,

= 2 ...
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dt
d D D D
dt
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2 1
0 0 2

= ...
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dt

D D D

  (19) 

 
where 0 0/D T , and 2 2/D T . 
Expansion of the Rabotnov dimensionless 
fractional operator in a Taylor series in terms of 
a small parameter has the form [20]: 
 

       
* 1

0
0

2 2 1
0 0 2

1( ) (1 )
1

(1 ) ...

D
D

D D D
      (20) 

 

Substituting expansion (17) with account for 
relationships (18)-(19), after equating the 
coefficients at like powers of  to zero, we are 
led for the case of forced vibrations to the 
following set of recurrence equations to various 
orders: 
to order   
 

               2 2
0 11 1 11 0D X X , (21) 

              2 2
0 21 2 21 0D X X ,  (22) 

 
to order 3   
 

1

2 2

1 1

2 2
0 13 1 13 0 2 11 11 1 0

1 3 2
2 2 0 1 11 2 11 21

1 0 1 0
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(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

(23) 

1

2 2

2 2

2 2
0 23 2 23 0 2 21 21 1 0

1 3 2
2 2 0 3 21 4 21 11

2 0 2 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

 (24) 

 

where i
i h

  ( 1, 2i ).  

The solution of linear equations (21) and (22) 
has the form 
 

                  
1 2 0

2 0

exp

exp ,
j j j

j j

X A T i T

A T i T
          (25) 

 
where 2 1, 2jA T j  are yet unknown 
functions, and 2jA T  are conjugate functions 
with 2jA T .  
Substituting relationships (25) in equations (23) 
and (24) yields 
 

1 22

1

1

2 2
0 13 1 13 1 2 1 1 0

1
1 1 2 2 1 1 1 0

2
1 1 1 0 1 1 0 1

2
2 2 1 2 0 2 2 1 0

2
2 1 2 0 1 1 0

1 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T ,cc
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1 22

2

2

2 2
0 23 2 23 2 2 2 2 0

1
1 2 2 2 2 2 2 0

2
3 2 2 0 2 2 0 2

2
4 1 1 2 0 1 1 2 0

2
1 2 1 0 2 2 0

2 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T .cc
  (27) 
 

Recall that the first and the second time 
derivatives, as well as fractional derivative 
could be expanded in terms of the new time 
scales, respectively, as follows [29]: 
 

                

2
0 2

2
2 2
0 0 22

= ...,

= 2 ...

d D D
dt
d D D D
dt

               (18) 

2
0 2

2 1
0 0 2

= ...

...,

dD D D
dt

D D D

  (19) 

 
where 0 0/D T , and 2 2/D T . 
Expansion of the Rabotnov dimensionless 
fractional operator in a Taylor series in terms of 
a small parameter has the form [20]: 
 

       
* 1

0
0

2 2 1
0 0 2

1( ) (1 )
1

(1 ) ...

D
D

D D D
      (20) 

 

Substituting expansion (17) with account for 
relationships (18)-(19), after equating the 
coefficients at like powers of  to zero, we are 
led for the case of forced vibrations to the 
following set of recurrence equations to various 
orders: 
to order   
 

               2 2
0 11 1 11 0D X X , (21) 

              2 2
0 21 2 21 0D X X ,  (22) 

 
to order 3   
 

1

2 2

1 1

2 2
0 13 1 13 0 2 11 11 1 0

1 3 2
2 2 0 1 11 2 11 21

1 0 1 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

(23) 

1

2 2

2 2

2 2
0 23 2 23 0 2 21 21 1 0

1 3 2
2 2 0 3 21 4 21 11

2 0 2 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

 (24) 

 

where i
i h

  ( 1, 2i ).  

The solution of linear equations (21) and (22) 
has the form 
 

                  
1 2 0

2 0

exp

exp ,
j j j

j j

X A T i T

A T i T
          (25) 

 
where 2 1, 2jA T j  are yet unknown 
functions, and 2jA T  are conjugate functions 
with 2jA T .  
Substituting relationships (25) in equations (23) 
and (24) yields 
 

1 22

1

1

2 2
0 13 1 13 1 2 1 1 0

1
1 1 2 2 1 1 1 0

2
1 1 1 0 1 1 0 1

2
2 2 1 2 0 2 2 1 0

2
2 1 2 0 1 1 0

1 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T ,cc

 

 (26) 

1 22

2

2

2 2
0 23 2 23 2 2 2 2 0

1
1 2 2 2 2 2 2 0

2
3 2 2 0 2 2 0 2

2
4 1 1 2 0 1 1 2 0

2
1 2 1 0 2 2 0

2 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T .cc
  (27) 
 

The analysis of relations (26)-(27) shows that 
the case of the occurrence of the one-to-one 
internal resonance is possible, when any two 
vibration frequencies of the mechanical system 
“plate+viscoelastic foundation” are close to 
each other, namely: 
 
   1 2 ,    and therefore,    1 2 . (28) 
 
From equations (26) and (27) it follows that the 
internal resonance could be accompanied by the 
external resonance when one of the following 
conditions is fulfilled: 
 

(1) ,i fi F   (31) 

                          (2) i fi F .                (29) 
 
The condition for eliminating secular terms in 
equations (26) and (27) with account for 
relationships (28)-(29) leads to a set of two 
governing equations:  
 

1 22 1
1 2 1 1 1 2 2 1 1

2 2
1 1 1 2 1 2 2 1 2 2 1

2 (1 )

3 2 0,

i D A i i A

A A A A A A A f
(30) 

1 22 1
2 2 2 1 2 2 2 2 2

2 2
3 2 2 4 2 1 4 2 1 1 2

2 (1 )

3 2 0.

i D A i i A

A A A A A A A f
 (31) 

 
Multiplying (30) by 1A  and (31) by 2A , adding 
and subtracting the equations conjugate to them, 
and representing functions iA  in the polar form  
 

          = ( = 1,2)i i
i iA a e i ,              (32) 

 
where 2( )i ia a T  and 2( )i i T  are the 
functions of amplitudes and phases of 
vibrations, yield the following set of equations:  
 

        
2 2 1 2 2
1 1 1 1 2 1 2

1
1 1 1 1

sin

sin 0,

a s a a a

f a
 (33) 

2 2 1 2 2
2 2 2 2 4 1 2

1
2 2 2 2

sin

sin 0,

a s a a a

f a
 (34) 

1 2 1 2
1 1 1 1 1 2 1 2

11 2
2 1 2 1 1 1 1

1 3
2 2

1 1cos cos 0,
2 2

a a

a f a
  (35)

1 2 1 2
2 2 3 2 2 4 2 1

11 2
4 2 1 2 2 2 2

1 3
2 2

1 1cos cos 0,
2 2

a a

a f a
(36) 

 
where 2 12( )  is the phase difference,  
 

     

1

2

1

2

2 2

2

2

1 1
1 1 2

1
3 2

1 1
1 1 2

1
3 2

2
2 2 2

2 2

2 2

= sin sin
sin ,

= cos cos
cos ,

1= ( = 1, 2),
2
1 2( ) cos ( ) ,

( ) sintan .
1 ( ) cos

i i i i i

i

i i i i i

i

i i

i i i

i
i

i

s R

R

i

R

(37) 

 
The set of equations (33)-(36) is the governing 
one for the amplitudes and phases of nonlinear 
force driven vibrations of the elastic simply 
supported plate on a nonlinear viscoelastic 
Winkler-type foundation, damping features of 
which are defined by the fractional derivative 
standard linear solid model (4), when vibrations 
occur in a viscoelastic surrounding medium, 
properties of which are described by the 
fractional derivative Kelvin-Voigt model.  
For other types of boundary conditions, the 
governing set of equations could be obtained in 
a similar way by changing the vibration 
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Recall that the first and the second time 
derivatives, as well as fractional derivative 
could be expanded in terms of the new time 
scales, respectively, as follows [29]: 
 

                

2
0 2

2
2 2
0 0 22

= ...,

= 2 ...

d D D
dt
d D D D
dt

               (18) 

2
0 2

2 1
0 0 2

= ...

...,

dD D D
dt

D D D

  (19) 

 
where 0 0/D T , and 2 2/D T . 
Expansion of the Rabotnov dimensionless 
fractional operator in a Taylor series in terms of 
a small parameter has the form [20]: 
 

       
* 1

0
0

2 2 1
0 0 2

1( ) (1 )
1

(1 ) ...

D
D

D D D
      (20) 

 

Substituting expansion (17) with account for 
relationships (18)-(19), after equating the 
coefficients at like powers of  to zero, we are 
led for the case of forced vibrations to the 
following set of recurrence equations to various 
orders: 
to order   
 

               2 2
0 11 1 11 0D X X , (21) 

              2 2
0 21 2 21 0D X X ,  (22) 

 
to order 3   
 

1

2 2

1 1

2 2
0 13 1 13 0 2 11 11 1 0

1 3 2
2 2 0 1 11 2 11 21

1 0 1 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

(23) 

1

2 2

2 2

2 2
0 23 2 23 0 2 21 21 1 0

1 3 2
2 2 0 3 21 4 21 11

2 0 2 0

2

(1 )

2 cos ( ) 2 cos ( ) ,f F f F

D X X D D X X D

D X X X

f T f T

 (24) 

 

where i
i h

  ( 1, 2i ).  

The solution of linear equations (21) and (22) 
has the form 
 

                  
1 2 0

2 0

exp

exp ,
j j j

j j

X A T i T

A T i T
          (25) 

 
where 2 1, 2jA T j  are yet unknown 
functions, and 2jA T  are conjugate functions 
with 2jA T .  
Substituting relationships (25) in equations (23) 
and (24) yields 
 

1 22

1

1

2 2
0 13 1 13 1 2 1 1 0

1
1 1 2 2 1 1 1 0

2
1 1 1 0 1 1 0 1

2
2 2 1 2 0 2 2 1 0

2
2 1 2 0 1 1 0

1 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T ,cc
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1 22

2

2

2 2
0 23 2 23 2 2 2 2 0

1
1 2 2 2 2 2 2 0

2
3 2 2 0 2 2 0 2

2
4 1 1 2 0 1 1 2 0

2
1 2 1 0 2 2 0

2 0

2 exp

(1 ) exp

exp 3 3 exp

exp 2 2 exp

exp 2 exp ( )

exp ( )

f F

f F

D X X i D A i T

i i A i T

A i T A i T A

A T A A i T

A i T A f i T

f i T .cc
  (27) 
 

The analysis of relations (26)-(27) shows that 
the case of the occurrence of the one-to-one 
internal resonance is possible, when any two 
vibration frequencies of the mechanical system 
“plate+viscoelastic foundation” are close to 
each other, namely: 
 
   1 2 ,    and therefore,    1 2 . (28) 
 
From equations (26) and (27) it follows that the 
internal resonance could be accompanied by the 
external resonance when one of the following 
conditions is fulfilled: 
 

(1) ,i fi F   (31) 

                          (2) i fi F .                (29) 
 
The condition for eliminating secular terms in 
equations (26) and (27) with account for 
relationships (28)-(29) leads to a set of two 
governing equations:  
 

1 22 1
1 2 1 1 1 2 2 1 1

2 2
1 1 1 2 1 2 2 1 2 2 1

2 (1 )

3 2 0,

i D A i i A
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Multiplying (30) by 1A  and (31) by 2A , adding 
and subtracting the equations conjugate to them, 
and representing functions iA  in the polar form  
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where 2( )i ia a T and 2( )i i T  are the 
functions of amplitudes and phases of 
vibrations, yield the following set of equations:  
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The set of equations (33)-(36) is the governing 
one for the amplitudes and phases of nonlinear 
force driven vibrations of the elastic simply 
supported plate on a nonlinear viscoelastic 
Winkler-type foundation, damping features of 
which are defined by the fractional derivative 
standard linear solid model (4), when vibrations 
occur in a viscoelastic surrounding medium, 
properties of which are described by the 
fractional derivative Kelvin-Voigt model.  
For other types of boundary conditions, the 
governing set of equations could be obtained in 
a similar way by changing the vibration 
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frequencies (see Table 1) and coefficients 
1 4  (presented in Appendix B) in the 

expressions (33)-(36), as well as the terms 
depending on the external load. 
 
 
4. NUMERICAL EXAMPLE  
 
Equations (33)-(36) were solved numerically in 
the «Mathcad 15» system by using the method 
suggested in [31] for the cases of free and forced 
driven vibrations of the SSSS plate. A quadratic 
plate was considered as an example with the 
following geometric parameters: 10 ,a b m

0,3h m , 1 2 1,m n 2 1 3m n and material 
parameters 73, 25 10 ,E kPa 32400kg m , 
and 0.3.  The harmonic load is moving with 
the constant velocity 30V m s  and frequency 

95F s-1 along the x-axis. The vibrations of 
the plate are studied for three cases of external 
load: 2140P N  (Fig. 2b), 5000P N  (Fig. 
2c), and 7140P N  (Fig. 2d).  

The plate is subjected to the conditions of the 
internal resonance 1:1 at 1 2 104,42 s-1, 
accompanied by the external resonance: 
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Figure 2 clearly shows the energy exchange 
between interacting modes of nonlinear free 
vibrations and force driven vibrations of the 
simply supported plate on the elastic ( 2 0 ) and 
viscoelastic ( 2 0 ) foundation via the fractional 
calculus standard linear solid for different values 
of external load. It is seen that an increase in the 
magnitude of the external force results in the 
increase in dimensionless amplitudes of vibrations 
of the plate. The dependence of the amplitudes of 
nonlinear vibrations on the values of fractional 
parameters 1  and 2  is shown in Figure 3. With 
the appearance of the damping properties of the 
viscoelastic medium, the damping of vibrations 
increases. 
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5. CONCLUSION 
 
In the present paper, the problem of nonlinear 
vibrations of a von Karman elastic plate based 
on a viscoelastic Winkler-type foundation and 
subjected to moving load is solved. The 
damping features of the viscoelastic foundation 
are described by the fractional derivative 
standard linear solid model, while the damping 
properties of the environment in which the 
vibrations occur are described by the Kelvin-
Voigt model with the Riemann-Liouville 
fractional derivative. The expressions for the 
stress function and nonlinear coefficients for 
SSSS, CCCC and CSCS types of boundary 
conditions are presented. The governing 
equations are obtained for determining 
nonlinear amplitudes and phases in the case of 
forced driven vibrations, when the natural 
frequencies of the two dominant vibration 
modes are close to each other and to the 
frequency of the external load. The resulting set 
of equations allows one to control the damping 
properties of the external environment and the 
foundation by changing the fractional 

parameters from zero, what corresponds to an 
elastic medium and/or elastic foundation, to 
unit, what conforms to the traditional standard 
linear solid model, resulting in the expansion of 
the range of applicability of the solution 
obtained.  
The derived set of equations has been solved 
numerically for the SSSS case of boundary 
conditions using the approach described in [31].  
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AIMED CONTROL OF THE FREQUENCY SPECTRUM  
OF EIGENVIBRATIONS OF ELASTIC PLATES  

WITH A FINITE NUMBER OF DEGREES OF MASS FREEDOM 
BY INTRODUCING ADDITIONAL GENERALIZED  

KINEMATIC DEVICES 
 

Pavel A. Akimov 1, 2, Leonid S. Lyakhovich 2 
1 National Research Moscow State University of Civil Engineering, Moscow, RUSSIA 

2 Tomsk State University of Architecture and Building, Tomsk, RUSSIA 
 
Abstract: As is known, targeted regulation of the frequency spectrum of natural vibrations of elastic systems 
with a finite number of degrees of mass freedom can be performed by introducing additional generalized con-
straints and generalized kinematic devices. Each targeted generalized constraint increases, and each generalized 
kinematic device reduces the value of only one selected natural frequency to a predetermined value, without 
changing the remaining natural frequencies and all forms of natural vibrations (natural modes). To date, for some 
elastic systems with a finite number of degrees of freedom of masses, in which the directions of mass movement 
are parallel and lie in the same plane, special methods have been already developed for creating additional con-
straints and generalized kinematic devices that change the frequency spectrum of natural vibrations in a targeted 
manner. In particular, a theory and an algorithm for the creation of targeted generalized constraints and general-
ized kinematic devices have been developed for rods. It was previously proved that the method of forming a ma-
trix of additional stiffness coefficients, specifying targeted generalized constraint, in the problem of natural vi-
brations of rods can also be applied to solving a similar problem for elastic systems with a finite number of de-
grees of freedom, in which the directions of mass movement are parallel, but do not lie in the same plane. In par-
ticular, such systems include plates. The distinctive paper shows that the method of forming a matrix for taking 
into account the action of additional inertial forces, specifying targeted kinematic devices in the problem of natu -
ral vibrations of rods can also be applied to solving a similar problem for elastic systems with a finite number of 
degrees of freedom, in which the directions of mass movement are parallel, but do not lie in the same plane. 
However, the algorithms for the creation of targeted generalized kinematic devices developed for rods based on 
the properties of rope polygons cannot be used without significant changes in a similar problem for plates. The 
method of creation of computational schemes of kinematic devices that precisely change the frequency spectrum 
of natural vibrations of elastic plates with a finite number of degrees of mass freedom is a separate problem and 
will be considered in a subsequent paper 
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INTRODUCTION 
 
When designing structures, in some cases it be-
comes necessary to deduce one or several natu-
ral frequencies from a certain frequency inter-
val. As is known [1-4] one of the methods for 
solving such a problem is the creation of target-
ed generalized constraints and generalized kin-
ematic devices. Special methods and algorithms 
of creation of generalized constraints and gener-
alized kinematic devices for elastic rods carry-
ing a finite amount of concentrated masses were 
developed and presented in the above-
mentioned papers. It was shown in [5] that the 
method of forming a matrix of additional stiff-
ness coefficients, specifying the targeted con-
straints in the problem of natural vibrations of 
rods can also be applied to solving a similar 
problem for elastic systems with a finite number 
of degrees of freedom, in which the directions 
of motion of the masses are parallel, but do not 
lie in the same plane. Let us show in the distinc-
tive paper that a similar approach can be applied 
to solving the problem of creating targeting 
generalized kinematic devices for elastic sys-

tems with a finite number of degrees of free-
dom, in which the directions of motion of the 
masses are parallel, but do not lie in the same 
plane. In particular, such systems include plates. 
By analogy with the approach, described in [5], 
let us firstly present a method of creation of tar-
geted kinematic devices for elastic rods [6] car-
rying a finite amount of concentrated masses. 
We can use system shown in Figure 1 [3, 4].  
 

 
Figure 1. Sample system. 

 
As in [5], the main system of the displacement 
method was chosen (Figure 1b). The equations 
of the displacement method were written in the 
form conventional for systems with a finite 
number of degrees of freedom 
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Figure 2. Main system of the displacement 

method (sample). 
 
Values ],[ kir  in (1) form matrix of stiffness co-
efficients ],[ kirA ; ][im  are the values of 
the masses, which form a diagonal matrix 

][imM ;  is the frequency of natural vibra-
tions of the system; ],[ jkv  are displacements in 
the direction of motion of the masses in the j -
th form of natural vibrations (natural modes). 
Roots of the equation 
 

02MA                    (2) 
 
determine the spectrum of frequencies of natural 
vibrations of the system 
 

][ ],...1[ ],[ ],1[ ..., ],2[ ],1[ nqqq . (3) 
 
For example, in [3, 4] for rods it is shown that a 
kinematic device with one degree of activity 
transfers to the structure a generalized targeted 
inertial force, which reduces the value of only 
one natural vibration frequency to a given value, 
leaving the rest of the spectrum frequencies un-
changed. The device is formed on the basis of a 
matrix for taking into account the action of ad-
ditional inertial forces 
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where we have 
 

n

kim kimM 1,0 ,[ .                 (5) 
 

The matrix 0M  must have special properties. If 
the introduced kinematic device is targeted at 
the q -th natural frequency, then the coefficients 
of the matrix mM  ( n

ki
kim 1,0 ],[ ) should be or-

thogonal to the coordinates of the modes of nat-
ural vibrations of the remaining frequencies of 
the spectrum. That is we have 
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With respect to the q -th natural frequency, 
which is “targeted” by the kinematic device we 
have 
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It was shown in [3, 4] that conditions (6) and (7) 
will be satisfied by the coefficients 
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The value of the factor 0mM  is found as the root 
of the equation 
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Considering that the )(q -th form of natural vi-
brations remains its form of natural vibrations 
even at frequency S , the factor mOM  can be 
found as 
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(10)  The result of solving the equation  0)( 02 mm MMMA .       (11)  must confirm that the modes of natural vibra-tions have not changed, and the “targeted” fre-quency has decreased to S . The kinematic device, which will correspond to the matrix of coefficients for taking into account the action of additional inertial forces  mm MMM 00 ,  where nkim kimM 1,0 ,[ ,  should provide the ratio between the nodal dis-placements the same as between the coordinates of the q -th form of natural vibrations of the original system. In [3, 4] it is also shown that such a relation will be realized if the kinematic device transfers inertial forces to the nodes, the ratios between which will be proportional to the ratios between the forces  ],[][][0 qivimiR .              (12)  An example of such a generalized targeted kin-ematic system for a rod is a sprengel, the outline of which is determined by a rope polygon built in the plane of motion of masses by forces (see, for example, [3, 4]). The derivation of the expressions for the coeffi-cients of the matrix for taking into account the action of additional inertial forces (4) for the rods is based on the use of the displacement method in the conventional form and the proper-ties of the modes of natural vibrations (natural modes). 

Since the modes of natural vibrations of the plates, as well as for rods, are orthogonal, the problem for elastic plates carrying a finite num-ber of concentrated masses, as well as for rods, will be based on the formation of a matrix for taking into account the action of additional iner-tial forces. The coefficients nkikim 1,0 ],[  must also satisfy conditions (6) and (7) and be deter-mined by dependencies (8). Let us give an example that confirms that the matrix of additional stiffness coefficients (4) serves as the basis for creating targeted kinemat-ic devices and for elastic plates carrying a finite number of concentrated masses. Let us consider a plate from [5], carrying 25 concentrated masses (Figure 3).   

 Figure 3. Considering plate (sample).  In node number 9 the mass is equal to 600 kg, in node number 18 the mass is equal to 1000 kg, and in other nodes the mass is equal to 800 kg each. The dimensions of the plate in the plan are 6 m by 6 m, the thickness is equal to 0.12 m. The modulus of elasticity of the plate material is E = 24,000,000,000 n / m2 Poisson's ratio is equal to vo = 0.2. With the main system of the displacement method (Figure 4) and one-dimensional numbering of values ],[ jkv  in ac-cordance with Figure 3, the spectrum of natural vibration frequencies is determined as the roots of equation (2).  
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ratios between which will be proportional to the 
ratios between the forces 
 

],[][][0 qivimiR .              (12) 
 
An example of such a generalized targeted kin-
ematic system for a rod is a sprengel, the outline 
of which is determined by a rope polygon built 
in the plane of motion of masses by forces (see, 
for example, [3, 4]). 
The derivation of the expressions for the coeffi-
cients of the matrix for taking into account the 
action of additional inertial forces (4) for the 
rods is based on the use of the displacement 
method in the conventional form and the proper-
ties of the modes of natural vibrations (natural 
modes). 

Since the modes of natural vibrations of the 
plates, as well as for rods, are orthogonal, the 
problem for elastic plates carrying a finite num-
ber of concentrated masses, as well as for rods, 
will be based on the formation of a matrix for 
taking into account the action of additional iner-
tial forces. The coefficients n

ki
kim 1,0 ],[  must 

also satisfy conditions (6) and (7) and be deter-
mined by dependencies (8). 
Let us give an example that confirms that the 
matrix of additional stiffness coefficients (4) 
serves as the basis for creating targeted kinemat-
ic devices and for elastic plates carrying a finite 
number of concentrated masses. 
Let us consider a plate from [5], carrying 25 
concentrated masses (Figure 3).  
 

 
Figure 3. Considering plate (sample). 

 
In node number 9 the mass is equal to 600 kg, in 
node number 18 the mass is equal to 1000 kg, 
and in other nodes the mass is equal to 800 kg 
each. The dimensions of the plate in the plan are 
6 m by 6 m, the thickness is equal to 0.12 m. 
The modulus of elasticity of the plate material is 
E = 24,000,000,000 n / m2 Poisson's ratio is 
equal to vo = 0.2. With the main system of the 
displacement method (Figure 4) and one-
dimensional numbering of values ],[ jkv  in ac-
cordance with Figure 3, the spectrum of natural 
vibration frequencies is determined as the roots 
of equation (2).  
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Figure 4. Main system of the displacement 

method (sample). 
 
The values of the first five frequencies of natu-
ral vibrations of the plate and the coordinates of 
the corresponding eigenmodes are given in Ta-
ble 1 (columns are initial frequencies and 
shapes). 
Suppose that it is required to expand the interval 
between the fourth and fifth natural frequencies 
by reducing the value of the fourth frequency 
from 146.834 sec-1 to 110 sec-1. For this, in ac-
cordance with (6), (7) and (8), we can form a 
matrix of the matrix for taking into account the 
action of additional inertial forces. The data re-
quired for using dependencies (6), (7) and (8) 
are given in the description of the plate and in 
Table 1 (columns are initial frequencies and 
shapes). 
After the formation of the matrix of the action 
of additional inertial forces, taking into account 
their influence, we determine from equation 
(11) the modified spectrum of natural frequen-
cies and the corresponding vibration modes. 
The first five natural frequencies and their cor-
responding shapes are shown in Table 1 (col-
umns are modified frequencies and shapes). 
It can be seen from Table 1 that taking into ac-
count additional stiffness coefficients did not 
change any of the modes of natural vibrations of 
the plate, but only reduced the value of one of 
the frequencies from 146.834 s-1 to a given val-
ue of 110 s-1. This result clearly illustrates the 
possibility of using dependencies (6), (7) and 
(8) for solving the problem of a generalized kin-
ematic device of constraints for elastic plates 
with a finite number of degrees of freedom of 
masses. 
The generalized kinematic device for the plate, 
as well as for the rod, must create an additional 
generalized inertial force that ensures the target 
of the action. 

As noted above, the properties of the kinematic 
devices for the rods are based on the properties 
of the natural vibration modes. The same prop-
erties apply to elastic plates. This circumstance 
serves as a justification for using the results of 
formulating the properties of kinematic devices 
for rods and in a similar problem for plates. 
Thus, for an elastic plate with a finite number of 
degrees of freedom of masses, the generalized 
kinematic device must correspond to the matrix 
for taking into account additional inertial forces 
(4). If the computational scheme of the con-
straint is represented by a variant of the hinge-
rod system, then it should be with one degree of 
activity, in the nodes of the plate where the 
masses are located, racks are installed in the di-
rection of movement of the masses, and during 
oscillations in the racks of the system, forces 
should arise, the ratios between which are pro-
portional to the ratios between efforts ][0 iR  
(12). In this case, in the structure of the con-
straint there should not be any connections with 
the plate, except for the racks installed in the 
nodes of the plate, where the masses are located. 
So, in this paper it is shown that the method of 
forming the account of additional inertial forces 
that determine the targeted kinematic device in 
the problem of natural vibrations of rods can also 
be applied to solving similar problems for elastic 
systems with a finite number of degrees of free-
dom of masses, for which the directions of mo-
tion of masses parallel, but not in the same plane. 
The paper substantiates and formulates the 
properties and requirements to which the design 
schemes of targeted kinematic devices in the 
problem under consideration must correspond. 
Design schemes of generalized kinematic devic-
es that meet the above requirements are multi-
variate and depend on the shape of the plate, the 
locations of the masses and some other features 
of the original object. Taking these circum-
stances into account, the approaches and algo-
rithms for the formation of the corresponding 
design schemes that purposefully change the 
spectrum of natural vibration frequencies of 
elastic plates with a finite number of degrees of 
freedom of masses represent a separate problem 
and will be considered in a subsequent work. 
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Table 1. Results of analysis. 
 Initial frequencies and modes Modified frequencies and modes 

36.6583 91.0084 92.7466 146.834 178.911 36.6583 91.0084 92.7466 110.0000 178.911 
1 0.0830 0.1995 0.0499 -0.2495 0.1547 0.0830 -0.1995 -0.0499 0.2495 0.1547 
2 0.1434 0.2935 -0.0043 -0.2433 -0.0063 0.1434 -0.2935 0.0043 0.2433 -0.0063 
3 0.1649 0.2568 -0.1468 0.0129 -0.1657 0.1649 -0.2568 0.1468 -0.0129 -0.1657 
4 0.1420 0.1514 -0.2494 0.2641 -0.0063 0.1420 -0.1514 0.2494 -0.2641 -0.0063 
5 0.0818 0.0579 -0.1971 0.2624 0.1548 0.0818 -0.0579 0.1971 -0.2624 0.1548 
6 0.1441 0.2533 0.1398 -0.2517 0.2788 0.1441 -0.2533 -0.1398 0.2517 0.2788 
7 0.2492 0.3484 0.0840 -0.2447 0.0003 0.2492 -0.3484 -0.0840 0.2447 0.0003 
8 0.2867 0.2601 -0.1502 0.0123 -0.2788 0.2867 -0.2601 0.1502 -0.0123 -0.2788 
9 0.2468 0.1025 -0.3415 0.2593 0.0003 0.2468 -0.1025 0.3415 -0.2593 0.0003 
10 0.1423 0.0090 -0.2912 0.2642 0.2789 0.1423 -0.0090 0.2912 -0.2642 0.2789 
11 0.1672 0.1467 0.2455 -0.0058 0.3359 0.1672 -0.1467 -0.2455 0.0058 0.3359 
12 0.2895 0.1491 0.2411 -0.0017 0.0088 0.2895 -0.1491 -0.2411 0.0017 0.0088 
13 0.3336 0.0082 -0.0119 0.0070 -0.3237 0.3336 -0.0082 0.0119 -0.0070 -0.3237 
14 0.2877 -0.1313 -0.2630 0.0124 0.0088 0.2877 0.1313 0.2630 -0.0124 0.0088 
15 0.1657 -0.1331 -0.2605 0.0131 0.3359 0.1657 0.1331 0.2605 -0.0131 0.3359 
16 0.1454 0.0007 0.2856 0.2417 0.3025 0.1454 -0.0007 -0.2856 -0.2417 0.3025 
17 0.2522 -0.0908 0.3339 0.2415 0.0119 0.2522 0.0908 -0.3339 -0.2415 0.0119 
18 0.2915 -0.2485 0.1317 -0.0018 -0.2941 0.2915 0.2485 -0.1317 0.0018 -0.2941 
19 0.2513 -0.3314 -0.1103 -0.2446 0.0118 0.2513 0.3314 0.1103 0.2446 0.0118 
20 0.1446 -0.2398 -0.1592 -0.2432 0.3025 0.1446 0.2398 0.1592 0.2432 0.3025 
21 0.0842 -0.0528 0.1956 0.2437 0.1811 0.0842 0.0528 -0.1956 -0.2437 0.1811 
22 0.1461 -0.1445 0.2454 0.2416 0.0151 0.1461 0.1445 -0.2454 -0.2416 0.0151 
23 0.1688 -0.2486 0.1349 -0.0059 -0.1580 0.1688 0.2486 -0.1349 0.0059 -0.1580 
24 0.1457 -0.2827 -0.0135 -0.2517 0.0151 0.1457 0.2827 0.0135 0.2517 0.0151 
25 0.0838 -0.1910 -0.0633 -0.2494 0.1811 0.0838 0.1910 0.0633 0.2494 0.1811 
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