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Analysis of the majority of applied research in 
nonlinear mechanics shows that the mathemati-
cal foundations used in them often fundamental-
ly differ from the classical mathematics logic. 
For example, when investigating the stress-
strain state of a real structure, the proof of the 
convergence of an infinite process of improving 
the solution or checking the fulfillment of the 
conditions of the corresponding theorem on 
convergence are replaced by the clarification of 
the approximate convergence of this process. 
For this purpose, it requires small number of 
steps to increase the accuracy. And if a clear 

tendency towards convergence is found, then 
the solution refining process stops. Thus, we 
replace the endless process of striving for an 
exact solution by a finite number of steps to ob-
tain an approximate solution. 
When solving nonlinear problems by approxi-
mate methods, both of two key problems always 
arise: the choice or obtaining of an initial ap-
proximation to the solution and the choice or 
creation of a converging iterative process, which 
allows refining the initial approximation. Since 
the solution of nonlinear equations is not known 
in advance and it is not always possible to indi-
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cate in advance the diameter of the region where 
it can be located, the problem of choosing an 
initial approximation often becomes essential. 
It is known if the initial approximation belongs 
to the region of convergence of the iterative 
process, then the iterative process will converge 
to solving a nonlinear problem [1]. However, 
the radius of the convergence region changes 
during the process of solving a nonlinear prob-
lem with changing coefficients. For a weak non-
linearity, it is large enough. In this case, one can 
take the solution of a linear equation as an initial 
approximation, which is obtained by discarding 
the nonlinear terms in the original equations. 
For example, one applies this technique in 
framework of the method of elastic solutions [2] 
when solving problems based on the defor-
mation theory of plasticity. 
With an increase in nonlinearity, the size of the 
convergence region decreases, and the above 
method of the initial approximation obtaining 
can lead to the situation when it will be outside 
the convergence region. Then the use of an iter-
ative procedure will generate a process converg-
ing to the convergence region boundary, and not 
to solving a nonlinear problem. In this case, it is 
necessary to organize the search for a suitable 
initial approximation. It should be borne in 
mind that in small neighborhoods of limiting 
points and bifurcation points, the convergence 
region decreases significantly and practically 
contracts to a point. In this regard, the problem 
arises of choosing or obtaining an initial approx-
imation which falls into the region of conver-
gence of the solution. 
One of the methods for the approximate solution 
of nonlinear equations of solid mechanics is the 
sequential load method published in 1959 [3]. It 
allows one to obtain the solution of nonlinear 
problems by sequentially solving linear prob-
lems. This method is based on the principle of 
scientific determinism, which states that the 
subsequent states of a physical system are com-
pletely determined by its previous states. A de-
tailed presentation of this method and its devel-
opment for solving various problems of nonlin-

ear mechanics of plates and shells can be found 
in the works [4 - 7]. 
The main idea of this method is quite simple. It 
is clear from physics if a load acts on a structure 
and causes large displacements or deformations, 
or both together, then the same stress and strain 
states of the structure can be obtained as fol-
lows. Let us imagine the load as a set of thin 
layers, the impact of each causes small deflec-
tions and deformations in the structure. At the 
first stage of the solution, we apply the first thin 
layer of the load and use the equations of the 
linear theory of elasticity to determine the 
stress-strain state of the structure. At the second 
stage of loading, we attach the second thin layer 
to the structure the deformations and internal 
forces of which is known from the first stage of 
loading. Then, second load layer causes addi-
tional small displacements and deformations, 
which are also determined from linear equa-
tions. Let us summarize the deformations and 
displacements found at the first and second 
stages of loading, and proceed to the third stage 
of loading with a small load layer. This process 
of sequential loading of the structure is repeated 
until the sum of the load layers reaches the spec-
ified value. 
Durring the calculation process at each loading 
stage, we deal with a new computational linear 
system that has known deformations, forces and 
variable coefficients of linear equations from 
the results of previous loading. The advantage 
of the method is that in the process of calcula-
tions we determine the stress-strain state of the 
beam, plate or shell at all loads less than a given 
range, solving the similar recurrent equations. In 
addition, the procedure for constructing the zero 
approximation disappears. This approach to 
solving the problem is called incremental (from 
the word 'increment' that means an increase or 
addition, especially one of a series on a fixed 
scale). 
The advantages of the sequential load method 
include the following. The principle of superpo-
sition is valid at each stage of loading. In the 
process of the problem solving, it is possible to 
determine the moment of appearance of plastic 
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allows one to obtain the solution of nonlinear 
problems by sequentially solving linear prob-
lems. This method is based on the principle of 
scientific determinism, which states that the 
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The main idea of this method is quite simple. It 
is clear from physics if a load acts on a structure 
and causes large displacements or deformations, 
or both together, then the same stress and strain 
states of the structure can be obtained as fol-
lows. Let us imagine the load as a set of thin 
layers, the impact of each causes small deflec-
tions and deformations in the structure. At the 
first stage of the solution, we apply the first thin 
layer of the load and use the equations of the 
linear theory of elasticity to determine the 
stress-strain state of the structure. At the second 
stage of loading, we attach the second thin layer 
to the structure the deformations and internal 
forces of which is known from the first stage of 
loading. Then, second load layer causes addi-
tional small displacements and deformations, 
which are also determined from linear equa-
tions. Let us summarize the deformations and 
displacements found at the first and second 
stages of loading, and proceed to the third stage 
of loading with a small load layer. This process 
of sequential loading of the structure is repeated 
until the sum of the load layers reaches the spec-
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Durring the calculation process at each loading 
stage, we deal with a new computational linear 
system that has known deformations, forces and 
variable coefficients of linear equations from 
the results of previous loading. The advantage 
of the method is that in the process of calcula-
tions we determine the stress-strain state of the 
beam, plate or shell at all loads less than a given 
range, solving the similar recurrent equations. In 
addition, the procedure for constructing the zero 
approximation disappears. This approach to 
solving the problem is called incremental (from 
the word 'increment' that means an increase or 
addition, especially one of a series on a fixed 
scale). 
The advantages of the sequential load method 
include the following. The principle of superpo-
sition is valid at each stage of loading. In the 
process of the problem solving, it is possible to 
determine the moment of appearance of plastic 
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deformations or a change in boundary condi-
tions (constructive nonlinearity) and change the 
design scheme of the structure. The sequental 
load method makes it possible to select from the 
set of real solutions of nonlinear equations such 
a solution that corresponds to a continuous 
change in the load. As a result, we get a solution 
taking into account the loading history. 
Incremental equations of the sequential load 
method can be obtained using the concepts and 
terminology of functional analysis. The set of 
equations of nonlinear solid mechanics or the 
resolving equation for a structural member un-
der consideration can be written in the form of 
an operator equation: 
 
               ( ) =   ( , ) = 0          (1) 
 
Further, we restrict research area by studying 
the behavior of the solution to this equation 
when it changes the load parameter. 
Let us accept 1 2,E E  as linear normed Euclidean 
spaces,  is a – nonlinear display from E1 to E2. A 
is a nonlinear twice differentiable positive definite 
operator of Frechet in the Hilbert space H; u is the 
required element of this functional space. Opera-
tor A is defined on a certain set of functions with 
domain of definition D A . The functions and 
their first derivatives are absolutely continuous in 
the region . Here  is the finite region of the 
coordinate space occupied by a beam, plate or 
shell. region , the 
functions must satisfy the specified boundary 
conditions. The possibilities of using the operator 
form of equations for geometrically nonlinear 
problems are considered in the work [8] 
Let us consider some fixed state 0 0A u p . In 
an adjacent (perturbed) state caused by a small 
change in load, this equation takes the form 
 

0 0A u u p p             (2) 
 
where u  is an arbitrary element of Hilbert 
space H. Subtracting the original unperturbed 
equation from the perturbed equation, we obtain 

0 0A u u A u p            (3) 
 
Expanding the left part of this equation in a 
Taylor series in powers u , as a result, we ob-
tain 
 

0 0 0 0,A u u A u l u u u u   (4) 
 
The first term of the right part of this equality is 
a linear function of u  which approximates the 
left part side up to values of the order of small-
ness that higher than the increment rate u . 
 

If ( , )

0 for 0 
 
then 0l u u  is a Frechet derivative of an ab-
stract function at a point 0u  that corresponds to 
increment of argument u , and the final mem-
ber is the error due to the discarded terms with 
powers u  greater than one. 
Linear operator l u  is usually denoted as 

A u  and called Frechet derivative of nonlin-
ear operator A  at the point u. Linear function 

0l u u  can be considered as Gateaux deriva-
tive which is defined by formula 
 

0 0 0
dA u u A u u

d
 

 
where  is variable small parameter.   
Thus, taking into account the accepted designa-
tions, Eq. (4) can take the form 
 

0 0 0A u u A u A u u O u   (5) 
 
Therefore, taking into account Eq. (3), the ap-
proximate incremental equation takes the form 
 

A u u p                       (6) 

In order to transform this equation in a recurrent 
form, we introduce the notation for the number 
of sequential loading n, and obtain the incre-
mental equation of the sequential load method 
 

1 1 0,1,2,3,...n n nA u u p n    (7) 
 
If E1 is an Euclidean space, and E2 is an abstract 
space (general linear space), then  mapping is 
called as an abstract function defined in E1 with 
range E2. This function can be written in the 
form y f x , which is adopted in mathemat-
ics and operator equation (1) takes the form 
p Au  [9]. 

Considering operator equation (1) as an abstract 
function, we can obtain equation (6) by geomet-
ric construction. 
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Figure 1 show that a continuous abstract func-
tion is replaced by some broken line as a result 
of the application of the sequential load method 
and the errors increase with an increase in the 
value of the load parameter. As follows from 
(5), the solution error can be regulated by de-
creasing the value of the loading step. 
Let us consider another possibility of refining the 
solution obtained by the sequential load method. 
The total approximate solution obtained by the 
sequential load method at the nth stage of loading 
is denoted as nu , where n is the number of the 
load layer. When refining the solution, we take it 
as the zero approximation 0

nu .  
In order to refine the solution at the achieved 
value of the total load n n

n
p p , we con-

sider the adjacent disturbed state 
0 ,n n nA u u p . Subtracting the original 

one from it, we get the differential expression 
 
       0 0, ,n n n n nA u u p A u p          (8) 

 
Expanding it in a Taylor series in powers nu , 
we get 
 

                    0 0 0, ,n n n n n n n nA u u p A u p A u u O u                              (9) 

 
 
where the last term is the error of the order of 
the increment rate, arising due to the discarded 
terms with powers nu  greater than one. Keep-
ing only the linear term in expansion (9), we 
obtain the equation 
 

0 0 0, ,n n n n n n nA u u p A u p A u u  (10) 

 
Let us introduce the designation 

0
n n nu u u , where nu  a solution close 

to the exact solution of the equation (1). Taking 
this notation into account, Eq. (10) takes the 
form 

 
                       0 0 0 0 0, ,n n n n n n n n nA u u u p A u p A u u u                          (11) 
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This equation can be written like this 
 

0 0 0, ,n n n n n n nA u u u A u p A u p  (12) 

 
where nu  is solution located closer to an exact 

solution than the initial approximation 0
nu . If 

the initial approximation 0
nu  is chosen close 

enough to the exact solution, then we can put 
, 0n nA u p . Taking this into account, we 

obtain the equation 

 
   0 0 0 ,n n n n nA u u u A u p      (13) 

 
the structure of which allows you to organize an 
iterative process of approximation to the exact 
solution. For this purpose, it is necessary to en-
ter the iteration number k into this equation. We 
assume in equation (13) 

0 1,k k
n n n nu u u u , and as a result, at 

each iteration, taking into account (1), we will 
have the linear equation 

 
                          1 , 0,1, 2, ...k k k k

n n n n nA u u u p A u k                            (14) 

 
Equation (14) is written in full functions. If we 
introduce the notation 1 1k k k

n n nu u u , 

where 1k
nu  is the change in the solution at 

the 1k  iteration, and the solution in full func-

tions at this iteration is determined by the for-
mula 1 1k k k

n n nu u u , then, taking into 
account Eq. (1), we get the equation in incre-
ments. 

 
                               1 , 0,1, 2, ...k k k

n n n nA u u p A u k                                   (15) 

 
where k is an iteration number, and n is a num-
ber of sequential load for which the initial ap-
proximation was chosen and the solution is re-
fined. Equation (14) in full functions and equa-
tion (15) in incremental form have the form of 
equations of the Newton-Kantorovich method 
[3]. 
Operator equation (15) has the disadvantage that 
the Gateaux derivative k

nA u  depends on 

the iteration number k. Therefore, in order to 
obtain each of the kth approximations, it is nec-

essary to re-solve equation (15). If the initial 
approximation 0

nu  is chosen close enough to 
the desired solution, then, due to the continuity 
of the operator A , the elements k

nA u  and 

0
nA u  will differ little. On this basis, L.V. 

Kantorovich proposed a modified method in 
which the sequence of approximations is deter-
mined from the solutions of the equations 

 
                             0 1 , 0, 1, 2, ...k k

n n n nA u u p A u k                                 (16) 

 
where for all k, when we find all approxima-
tions, the same Gateaux derivative 0

nA u  is 

applied. Of course, the convergence rate of the 

modified method is lower, but L.V. Kantorovich 
proved theorems on the uniqueness of the solu-
tion and the convergence of the modified meth-
od to this solution. 

The combination of two solution methods: the 
sequential load method and the Newton-
Kantorovich method will be called the modified 
sequential load method, in which the initial ap-
proximation is constructed by the sequential load 
method, and the refinement is performed by the 
Newton-Kantorovich method. It should be noted 
that in this case the procedure for choosing the 
initial approximation disappears, since the initial 
approximation 0

nu  is the result of solving the 
problem at the end of the nth stage of loading. 
Thus, the implementation of the modified sequen-
tial load method for solving problems of nonlinear 
structural mechanics is carried out as follows. The 
lateral load acting on the structure is presented in 
the form of a set of rather thin layers, which se-
quentially load the structure under consideration. 

At the first stage of loading, we solve the usual 
problem of linear structural mechanics. At the 
subsequent stages of loading, we solve the fol-
lowing equations 
 
 1 , 1, 2, ...n n nA u u p n   (17) 
 
Figure 2 shows that increasing in the number of 
loading stages n leads to accumulation of the 
solution error due to linearization of the original 
equation (1). This can be reduced by decreasing 
the value of the load increment (curves 1, 2). 
However, this increases the number of loading 
stages and the complexity of the solution. In ad-
dition, it is necessary to separately decide on the 
choice of the value of the load increment. 

 

 
Figure 2 

 
At the end of each nth loading stage or after sev-
eral loading stages, the linearization error is re-
duced by the Newton-Kantorovich method (15) 
or its modification (16), in which the value 

0
n n

n
u u  obtained at the end of the nth 

loading stage is taken as the initial approxima-
tion. Note, when we refine the solution, the iter-
ation number k increases, while the number of 
the loading step n remains constant. 
The solution refined by the Newton-Kantorovich 
method at the nth stage of loading is taken as an 
initial approximation for further solution by the 
sequential load method. Note, when we refine the 
solution, only the number of the loading step n 
increases, while the iteration number k remains 

constant. After the implementation of several or 
each of the sequential loads, the solution is refined 
by the Newton-Kantorovich method (see Fig. 2, 
curve 4). The value of sequentially applied load 
layers can be significantly increased and it can be 
changed in the process of solving depending on 
the features of the problem being solved. This re-
duces the complexity of obtaining a solution. 
Boundary value problems are realized by well-
known methods for solving linear equations. 
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n n n nA u u p A u k                                   (15) 

 
where k is an iteration number, and n is a num-
ber of sequential load for which the initial ap-
proximation was chosen and the solution is re-
fined. Equation (14) in full functions and equa-
tion (15) in incremental form have the form of 
equations of the Newton-Kantorovich method 
[3]. 
Operator equation (15) has the disadvantage that 
the Gateaux derivative k

nA u  depends on 

the iteration number k. Therefore, in order to 
obtain each of the kth approximations, it is nec-

essary to re-solve equation (15). If the initial 
approximation 0

nu  is chosen close enough to 
the desired solution, then, due to the continuity 
of the operator A , the elements k

nA u  and 

0
nA u  will differ little. On this basis, L.V. 

Kantorovich proposed a modified method in 
which the sequence of approximations is deter-
mined from the solutions of the equations 

 
                             0 1 , 0, 1, 2, ...k k

n n n nA u u p A u k                                 (16) 

 
where for all k, when we find all approxima-
tions, the same Gateaux derivative 0

nA u  is 

applied. Of course, the convergence rate of the 

modified method is lower, but L.V. Kantorovich 
proved theorems on the uniqueness of the solu-
tion and the convergence of the modified meth-
od to this solution. 

The combination of two solution methods: the 
sequential load method and the Newton-
Kantorovich method will be called the modified 
sequential load method, in which the initial ap-
proximation is constructed by the sequential load 
method, and the refinement is performed by the 
Newton-Kantorovich method. It should be noted 
that in this case the procedure for choosing the 
initial approximation disappears, since the initial 
approximation 0

nu  is the result of solving the 
problem at the end of the nth stage of loading. 
Thus, the implementation of the modified sequen-
tial load method for solving problems of nonlinear 
structural mechanics is carried out as follows. The 
lateral load acting on the structure is presented in 
the form of a set of rather thin layers, which se-
quentially load the structure under consideration. 

At the first stage of loading, we solve the usual 
problem of linear structural mechanics. At the 
subsequent stages of loading, we solve the fol-
lowing equations 
 
 1 , 1, 2, ...n n nA u u p n   (17) 
 
Figure 2 shows that increasing in the number of 
loading stages n leads to accumulation of the 
solution error due to linearization of the original 
equation (1). This can be reduced by decreasing 
the value of the load increment (curves 1, 2). 
However, this increases the number of loading 
stages and the complexity of the solution. In ad-
dition, it is necessary to separately decide on the 
choice of the value of the load increment. 

 

 
Figure 2 

 
At the end of each nth loading stage or after sev-
eral loading stages, the linearization error is re-
duced by the Newton-Kantorovich method (15) 
or its modification (16), in which the value 

0
n n

n
u u  obtained at the end of the nth 

loading stage is taken as the initial approxima-
tion. Note, when we refine the solution, the iter-
ation number k increases, while the number of 
the loading step n remains constant. 
The solution refined by the Newton-Kantorovich 
method at the nth stage of loading is taken as an 
initial approximation for further solution by the 
sequential load method. Note, when we refine the 
solution, only the number of the loading step n 
increases, while the iteration number k remains 

constant. After the implementation of several or 
each of the sequential loads, the solution is refined 
by the Newton-Kantorovich method (see Fig. 2, 
curve 4). The value of sequentially applied load 
layers can be significantly increased and it can be 
changed in the process of solving depending on 
the features of the problem being solved. This re-
duces the complexity of obtaining a solution. 
Boundary value problems are realized by well-
known methods for solving linear equations. 
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ANSYS CFX STUDY OF AERODYNAMIC CHARACTERISTICS 
DURING BLADE PROFILE ROTATION 

 
Andrey Yu. Proskurin, Yulia G. Zheglova 

 Moscow State University of Civil Engineering, Moscow, RUSSIA 
 
Abstract. Currently, wind energy is one of the most developing areas, which is primarily due to the absence of emis-
sions of harmful substances into the atmosphere. Wind power allows providing electricity to remote areas, where fuel 
delivery, as well as the construction of thermal power plants is laborious and expensive. The effective development of 
wind turbines should solve the following tasks: the creation of the necessary driving force and the possibility of using a 
high coefficient of wind energy, which does not contradict the maintenance of the ecological balance of the territory. 
An electric generator for a household wind turbine must provide electricity in a wide range of rotation speeds and be 
able to work independently without automation and external energy sources. The study of the numerical implementation 
of the method of aerodynamic analysis of the wind turbine blade in rotational motion in the ANSYS CFD software 
package is by far the most promising and dynamically developing direction in the field of aerodynamics calculations. 
The results of approbation of the mixed calculation method using a dynamically variable and stationary finite-volume 
mesh are presented. The use of a mixed design scheme allows for calculations of wind turbines inside the building, 
while it becomes possible to minimize the required power for the study. 
 

Keywords: numerical simulation, aerodynamic processes, Ansys CFD, energy efficiency, 
alternative energy sources in construction, wind turbine, wind turbine blade, navier-stokes equations. 
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